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Abstract

Let {X,i] 1 < i < n, n > 1} be an array of rowwise negatively
associated random variables under some suitable conditions. Then it is
shown that for some 1 <t < 1, n~ 1t max;<p<n S8 X — 0 com-
pletely as n — oo if and only if E|X|* < co and E|X,;| = 0 and
% max;<;<k, | 25:1 Xni| — 0 completely as n — oo implies E]X\k% <
00.

AMS Mathematics Subject Classification: Primary 60F05 ; Secondary
62E10, 45E10.

Keywords and phrases: Negatively associated random variables, Strong law
of large numbers, Complete convergence.

1 Introduction

The concept of negatively associated random variables was introduced by Joag-
Dev and Proschan ([7]) although a very special case was first introduced by
Lehmann([9]). Many authors derived several important properties about neg-
atively associated (N A) sequences and also discussed some applications in the
area of statistics, probability, reliability and multivariate analysis. Compared
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to positively associated random variables, the study of NA random variables
has received less attention in the literature. Readers may refer to Karlin and
Rinott([8]), Ebrahimi and Ghosh([3]), Block et al.([2]), Newman([12]), Joag-
Dev([6]), Joag-Dev and Proschan([7]), Matula([11]) and Roussas([13]) among
others.

Recently, some authors focused on the problem of limiting behavior of par-
tial sums of N A sequences. Su et al.([14]) derived some moment inequalities of
partial sums and a weak convergence for a strongly stationary N A sequence.
Su and Qin([15]) studied some limiting results for NA sequences. More re-
cently, Liang and Su([10]), and Baek, Kim and Liang([1]) considered some
complete convergence for weighted sums of N A sequences.

Let {X,x} be an array of random variables with £X,; = 0 for all n and k
and let 1 <p < 2. Then

1 n
i kz::ank — 0 completely as n — oo (1.1)
and where complete convergence is defined (Hsu and Robbins ([4])) by
1 P(| =5 X Xok| > €) < oo for each e > 0. (1.2)
Hu, Mdricz and Taylor([5]) showed that for an array of i.i.d. random variables
{Xut}, (1.1) holds if and only if F|X ;]| < cc.

The main purpose of this paper is to extend a similar results above to row-
wise N A random variables, since independent and identically random variables
are a special case of NA random variables. That is, we investigate the nec-
essary and sufficient condition for ﬁ maxi << | Zle Xni| — 0 completely

1

as n — oo where 3 <t < 1 and let {k,} and {r,} be two increasing pos-

itive sequences satisfying some conditions, then, we show that ri maxi<;<k,
» <<

| >27_1 X,i| — 0 completely as n — oo implies E]X\% < 00 in N A setting.

Finally, in order to prove the strong law of large numbers for array of NA
random variables, we give an important definition and some lemmas which
will be used in obtaining the strong law of large numbers in the next section.
Definition 1.1([7]). Random variables Xi,---,X,, are said to be nega-
tively associated (NVA) if for any two disjoint nonempty subsets A; and A
of {1,---,n} and f; and f5 are any two coordinatewise nondecreasing func-
tions,

c(w(fl(xz-, i€ A, f(X;, je A2>) <0,

whenever the covariance is finite. An infinite family of random variables is N A
If every finite subfamily is N A.
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Lemma 1.2([10]). Let {X;|i > 1} be a sequence of N A random variables and
{ani|l <i<n, n>1} be an array of real numbers. If P(maxi<;<y, |a,;X;| >
g) < d for 6 small enough and n large enough, then

> P(lan;X;] > €) = O(l)P(lr%agc |an; X;| > €)

for sufficient large n.

Lemma 1.3([5]). For any » > 1, E|X|" < oo if and only if

Z n"'P(]X]| > n) < co.

More precisely,

277 0" P(IX]| > n) < EIX|T < 14027) 0" P(1X] > n).

n=1 n=1

Lemma 1.4([5]). If » > 1 and ¢ > 0, then

nl/t

EIX|I(1X| <n't) < 7“/ #LP(|IX| > t)dt
0

and

E|X|I(|X| > n') = nVtP(1X| > n'/Y) +/ P(IX| > t)dt

2 Main results

Theorem 2.1. Let % <t <1andlet {X,;|1<i<n, n>1} be an array
of rowwise NA random variables such that £X,; = 0 and P(|X,;| > z) =
O(1)P(|X]| > z) for all z > 0. If E|X|* < oo, then

1 k
X 0 letel
s 3l 0 ol as 1

Proof. We define that for 1 <i<n, n > 1 and % <t<1

Vi = X (| X ps] <08 + 01X > 0/t — 0!t 1(X,; < —nl/h).
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To prove Theorem 2.1, it suffices to show that

1/t
Zp(lgll?g( ’ZXM ZYm\ > en ) < oo forall € >0, (2.1)

=1

1
ml@%lZ_ i &2
- 1/t
nE:1P(1r£1ka<X | E Y| > en ) < oo, forall € > 0. (2.3)

The proofs of (2.1) — (2.3) can be found in the following Lemmas 2.1 - 2.3.

Lemma 2.1. If F|X|* < oo, then (2.1) holds.
Proof.

00 k
ZP gkaX|ZXm ZYni\anl/t)

=1 =1

3
/\

A
[M]8
C:z [

XTL’L # YTZ’L>

3
Il
—
.
I

P(| X i > n'/?)

IA
hE
M- n L

1

O(1)nP(|X| > n'/t)

3
Il
_
i
Il

I
T

IN

(1) BIX|* < oo,
when £ <t <1 since E|X* < 0.

Lemma 2.2. If E|X|* < oo and EX,,; =0, then

1 k
e 155, 2 ¥l = 0.
=F=" =1

Proof. To prove —7 maxi<i<y | ¥  EY,| — 0, it suffices to show that
-~ nl/t maxj<g<n | Zz L EY,i| < 0o. Note that by EX,,; =0, we have

> 1
> o | ;Eym’

n=

1
<3 1/tZE|Xm| (Xl > 0 + Y 1/th1/tP (|1 X | > n'/)

nl nl

=: ]1 + IQ (say).
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First, to estimate I, by using Lemma 1.4,

o 1 n
L o= Z%WZ[ nP( Xl > 0t + [ P( X >x)dx}
= 0(1) Y nP(|X|>n'" +0(1) Z 1/t/ P(|X| > «)dz =: I}’ (say).
n=1

Letting © = n'/s and applying Lemma 1.3, we have

L' = 0()Y nP(X| > 0+ 0(1) Z [ P15 ns)ds

n=1

< O(l)E|X|2t—i—O(1)/1 ZnP(|3*1X|t > n)ds

IN

O(l)E]X\QtJrO(l)E\X]Qt/OO s ds
1

= O()E|X|* < .
As to Iy, we have

oo 1 n
I = Zl —7 2P| Xl > 0t
n= i=1

= >3 Pl > )
— 0(1) Y nP(IX| > 0

n=1

O()E|X|* < co.

IN

Lemma 2.3. If F|X|* < oo, then Z P( max ]ZYM\ > 5n1/t) < oo for all

1<k<n
e > 0.
Proof. From the definition of NA random variables, we know that {V,;| 1 <
i <k, n> 1} is still an array of rowwise NA random variables. Thus, we
obtain that

00 k
I oL/t
E - VORIEL

;n%@%l;yml)

o0 1 n

Z ZE|YnZ|t

nln

| /\
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o0 1 n

=oa {Z 3 BlXol! 1(1X| < ') +ZnZP Xl > )

n=1 n=1 i=1
= I3+ 1 (say).

First, we prove that I3 < co. Let G,;(x) = P(|X,;| < x), then we have

ZE|Xm| I(1X ] < nt'h

=1

/0 nl/t ) dGri(z)
1 prnt

= 02> (v)ds

n=11i=1 0 ns)l/t

3|*—‘

Mg

Is =

S
Il
—

IA
Mg
M=

1

3
I I
—
-
) 3 |

8
3

= Z / (ns)V/t < | X, < n'/t)ds

1) /01 inPﬂX\ > (ns)")ds

< O(E|X|* < 0.

IN

Also, the proof of I, is similar to that of Lemma 2.3.

Corollary 1 below is a corresponding result for a sequence of rowwise NA
random variables.
Corollary 1. Let 3 < ¢ <1 and let {X;] ¢ > 1} be a sequence of NA random
variables such that EX; = 0 for all ¢ and P(|X;| > z) = O(1)P(|X| > z) for
all z > 0. If E|X|* < oo, then

1 k

1/t 1<k< ZX — 0 completely as n — oo.
n ns

Theorem 2.2. Let % <t <1andlet {X,]|1 <i<n,n>1} be an array of
rowwise VA random variables such thatP(|X| > z) = O(1) P(|X,;| > z) for
all x > 0. Assume that # Max)<k<n Zf;o Xni — 0 completely as n — oo,
then F|X|* < oo and FX,; = 0.

Proof. From the assumptions, for any € > 0,

00 k
1> enl/t ]
T;P(lrgggn ] ;Xm\ >en’/’) < oo, (2.4)

By Lemma 1.2, we obtain that

k
1> et — 1> enlt
2 PXnil 2 en'™) = 0P (mpx 13 Xoal 2 en')

i=1
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which, together with (2.4) and assumptions, we have

S nP(IX| > en't) < o0

n=1

which is equivalaent to E|X|* < oo, by Lemma 1.3.
Now, under E|X|* < oo, we obtain from Theorem 2.1 that

0o k

> P(1r£1?gxn| ;(Xm — EX,;;)| > entt) < 0o for any e>0 (2.5)

(2.4) and (2.5) yield EX,,; =0

Theorem 2.3. Let {X,;| 1 <i < k,, n> 1} be an array of rowwise N A ran-
dom variables with C,P(|X| > z) < Cyinf,; P(|Xy| > x) < Cysup,, ; P(| Xl
> 1) < CoP(|X]| > z) for all x > 0. Assume that {k,} and {r,} are two
sequences satisfying r,, > bin", k, < bon*, for some by, by, 7, k > 0. Let

1 J

-  max ]ZXm’ — 0 completely as n — oc.

If k+1 < r, then E|X|M <oo

1
Proof. Note that L max, | ; Xoni| — 0 completely as n — oo.
le.

ZP( max \ZXm] > arn) < oo, for all €>0. (2.6)

1<5<kn,

Since Jax | X0;] <2 max \ZXm] (2.6) implies

1<) <kn
> P< max | X,;| > n> < 00, (2.7)
— 1<5<n
and
P( max |X,;| > rn> — 0 as n — 0. (2.8)
1<5<ky,

By (2.7) and (2.8), and using Lemma 1.2, we obtain that

kn
S P( Xl > 1) = 0(1)P< max |X,,| > rn),

i1 1<5<ky,
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which, together with (2.7), it follows that

oo  kn

Z ZP(|Xm| > r,) < 00.

n=11i=1

Thus, using the assumptions of Theorem 2.3, we have

>k P(|1X]| > bin") < oo,

n=1

which is equivalent to E|X |% < 0.

Corollary 2. Let {X,;|1 < i < k,,n > 1} be an array of rowwise identi-
cally distributed N A random variables. Assume that {k,} and {r,} are two
sequences satisfying 7, ~ n", k, ~ n*, for some r, k > 0 where a,, ~ b, means
that Cia, < b, < Csa, for large enough n. If

(H)k+1<ror

(2) r <k+1 <tr for some 0 <t < 3 and EX,; =0, then

% Max <<, | z{zl X,i| — 0 completely as n — oo if and only if
k+1

E|X|™ < oo.
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