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Abstract 

 

Breast cancer is a deadly disease because of the delay in early detection, so early 

detection methods are very active research today. One of the early detection methods 

that have been widely used is an X-ray mammogram. However, this method has a 

limited amount of data. A practical method for early detection with a limitation 

database is needed, such as a Support Vector Machine (SVM). The paper used the 

physical parameters contained in the X-ray mammography results as input parameters 

of the SVM to classify histopathological types such as Invasive Ductal Carcinoma  
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(IDC)  and Invasive Lobular Carcinoma (ILC).  The experimental results show that the 

SVM method is a practical algorithm for histopathological classification, especially 

IDC and ILC. The provision of the selection of physical parameters as input variables 

must be made at the pre-processing stage. 

 

Keywords: breast cancer, invasive ductal carcinoma, invasive lobular carcinoma, 

supportvectormachine 
 

 

1. Introduction 
 

Breast cancer is a deadly disease for women all over the world. There is still an urgent 

need for 

developing new techniques for cancer screening, diagnosis, and intraoperative surgical 

guidance. 

One of the early detection methods that have been widely used is an X-ray 

mammogram. However, this tool is less effective for patients less than 40 years old and 

less sensitive to small tumors under 1 mm and dense breasts. It can use another 

instrument for breast cancer detection.  For example, ultrasonography (USG) may be 

used for screening dense breasts [Ozmen et al 2015].  Magnetic Resonance Imaging 

(MRI) can screen small breasts that cannot be detected by mammography [Raganovid 

et al 2015]. Emission Positron Tomography (PET) is a very accurate method for 

visualizing the spread of breast cancer [Xu et al 2015]. Computed Tomography (CT) 

Scan is the most accurate method to see the spread of breast cancer [Lee et al 2007]. 

Mammograms can detect tumors because the tumor tissue absorbs more X-rays than 

the surrounding tissue. Despite its shortcomings, it turns out that mammography can 

see microcalcifications, which are generally an indication of being a malignant tumor, 

so it can be used for early detection of breast malignancy [Champaign and Calderboom 

2000]. 

Despite the limitations in the sensitivity of mammography, improvements in 

technology have been made, including film/screen combinations, Computer-Aided 

Detection (CAD), and Digital Mammography. However, mammography can still be 

used with the development of advanced algorithms for early detection. Many 

algorithms for early detection of the presence of microcalcification have been 

developed.  For instance, texture coding, neural network, support vector machine 

(SVM), deep learning, extraction, edge detection, adaptive k-means clustering, self-

similar fractal, contour description, orthogonal polynomials model, Gabor features, 

vector quantization technique [Gao et al 2020, Condon et al 2021 ].  Besides 

determining the presence of micro-calcification, other researchers use the chest muscle 

for early detection of breast cancer because it has the same pixel intensity as the lesion 

[Wong et al 2016]. 
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In developed countries that have a complete database on breast cancer, early 

detection is easier to do. But in some countries, there is a limitation in the database. A 

practical method for early detection with a limitation database is needed. One method 

that is widely used in this problem is SVM. The advantage of this method is still 

compelling in case the number of dimensions is greater than the number of samples 

[Rejani and Selvi 2009, Sweilam et al 2010]. The branch of SVM called Adaptive 

support vector machine (ASVM) successfully classified the point of coarse 

calcification and false calcification point with an accuracy of up to 94% [Cai et al 

2019]. SVM application for detecting breast cancer shows that the SVM ensemble is 

based on a linear kernel based on the bagging method. The RBF kernel SVM-based 

ensembles with the boosting method can be better for small-scale datasets. RBF kernel-

based SVM ensembles based on upgrades to large-scale datasets perform better than 

other classifiers [Huang et al 2017, Wu and Hick 2021]. The results of other studies 

show that the algorithm (SVM) performs better in terms of log-loss and classification 

accuracy rates of other underlying models. Combining SVM with other methods such 

as fuzzy c-means (FCM) or Genetic Algorithm clustering improves classification 

accuracy in cases of malignant tumors [Ghosh et al 2021, Resmini et al 2021]. 

As mentioned above, the SVM method has enormous potential for early detection 

of breast cancer. The working principle is based on an integrated grouping where each 

type of breast cancer has a different intensity pattern from one type to another. For 

instance, to find  IDC and  ILC, anatomical pathologists use a fine needle biopsy to 

detect cancer.  While in this study, we used the physical parameters contained in the 

X-ray mammography results as input parameters of the SVM Method. In previous 

studies,  we detect the type of histopathology (the degree of malignancy, malignant and 

benign lesions) by using the physical mammography parameters.   Using the same 

parameter, we also determine the contralateral health condition of breast cancer using 

mathematical modeling methods [Gunawan et al. 2012, Gunawan, 2014]. With 

mathematical modeling, it is challenging to determine IDC and ILC, so data-driven 

classification is necessary.  This method is what we do in this study with the SVM 

algorithm. Although the SVM method is successful for early detection of breast cancer, 

it is not yet known with certainty its success in classifying histopathological types (IDC 

and ILC). Therefore, the findings of this paper allow future researchers to choose an 

effective method for classifying the histopathological types of breast cancer. 

 

2. Methodology 

 
2.1.The Model 

The SVM learning part of machine learning is a powerful classification tool for pattern 

recognition algorithm. The SVM method introduced by Vladimir Vapnik is more 

effective in many pattern recognition problems and provides better classification 

performance among many other classification techniques [Vapnik 1998, Huang et al.  
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2017, Dhawan 1996]. SVM performs binary classification, which separates a set of 

training vectors for two different classes (x1, y1), (x2, y2) ,. . ., (xm, ym),  where the data 

pount 𝑥𝑖 = {𝑥1, 𝑥2, … 𝑥𝑚} ∈ 𝑅𝑑 the data classes: 𝑦𝑖 ∈ {−1, +1}, d is dimension. Next, 

we map the input vector to a new higher dimensional feature space 𝜙: 𝑅𝑑 → 𝐻𝑓   where 

d <f (see Fig 1). Then, the optimal dividing hyper plane in the new feature space is 

constructed by the kernel function K(xi,xj), which is the product of the input vector xi 

and xj  where K(xi, xj) = F (xi) F (xj). Specifically, all vectors lying on one side of the 

hyper plane are labelled as -1 as IDC, and all vectors lying on the other side are labelled 

as +1 as ILC. 

 

 

 
 

Figure 1. Illustration of  linear kernel methods based SVM procedure 

 

 

Physical parameters are physical quantities contained in the mammogram image 

which are converted into the form of angular second moment, contrast, entropy,  

inverse difference moment, deviation, correlation, mean, the entropy of hdiff, mean hdiff 

and angular second moment (ASM) of hdiff. The physical parameters of the 

mammogram are calculated by the formula [Dhawan 1996, Enda 2009, Aswini and 

Saroj 2010, Vasantha et al 2010], 

 

2.2.The Data 

Data were obtained from Doctor Sutomo Hospital Surabaya. There are two types of 

breast cancer data from radiology databases: IDC type data and  ILC data type, 

consisting of 156 IDC data samples and 8 ILC data samples. The experimental 

procedure was carried out as follows. First, collect data from the Radiology database 

at Dokter Sutomo Hospital Surabaya and divide it into 90% for training data and 10% 

for testing data. The second step focuses on selecting the physical parameters used as 

input parameters for the SVM method using the T statistic test. Then do the 

classification using the SVM method to calculate accuracy, sensitivity, and specificity. 
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3. Result and Discussion 
 

After selecting the physical parameters as input variables for the SVM method, the 

statistical results are shown in Figure 2. The results show the T-test results, where the 

mean parameter is selected as the SVM input variable. Figure 3 shows the mean IDC 

and ILC data before the SVM classification is carried out, and after the SVM 

classification, the IDC and ILC mean data are separated, as shown in Figure 4. Figure 

5 and Figure 6 show that there are differences in the visualization results of IDC and 

ILC. In particular, the performance of SVM with the mean as input variable obtained 

accuracy, sensitivity, and specificity of 76.56%, 76.79%, and 75%, respectively. 

 

 

 

 
 

 

 

Figure 2. T-test results of physical parameters to differentiate histology of IDC and 

ILC with a mean P-value of 0.046. This value meets the requirements for the input 

parameter in the SVM method, which is <0.05 for the mean value. 

 
 

Of the nine physical parameters in the mammography image, only one can 

distinguish the histopathological types of IDC and ILC, namely the mean parameters 

as shown in Figure 2. Furthermore, this means parameter will be used as an input 

parameter for the SVM method. 
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Figure 3. Conditions before SVM classification, the horizontal axis represents the nth 

data and the vertical axis represents the average value. The red and blue dots cannot 

be separated linearly because there is no classification separator in these two classes. 

 

 

 
 

 

Figure 4. After SVM classification, the horizontal axis represents the nth data and the 

vertical axis represents the average value. The data is modified using kernel 

functions. Red and blue classes can now be separated linearly. 
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Figure 3 shows that the mean data obtained were in clusters that were difficult to 

separate before using the SVM method.  After using the SVM method, the data is 

separated by a dividing line, as shown in Figure 4. 

 

 
 

Figure 5. (a) ROI IDC, (b) normalized power spectrum of   IDC.  

 

 
Figure 6. (a) ROI ILC, (b) normalized power spectrum of ILC.  

 

 

 

The difference in the graph between IDC and IDC is due to the significantly different 

mean value between IDC and IDC. ILC has a higher intensity than IDC, where a 

brighter color characterizes it (see Fig 5 and Fig 6). The IDC spectrum has a low 

amplitude centered on wavenumber 30/pixel, while the ILC spectrum has a higher 

amplitude with a broader spectrum. 
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Previous researchers have carried out the histological determination of IDC and 

IDL using a mathematical model based on physical parameters [Gunawan et al. 2012].  

The classification is based on the optimization of the model. The probability of IDC 

occurrence follows the Velhuzs distribution (sigmoid function), while the probability 

of ILC is 1- the probability of IDC. The development of this model is to change the 

coupling parameters with increasing accuracy from 93.3% to 97.5% [Gunawan 2014]. 

Several statistical methods were developed, such as K-nearest Neighbourhood, with an 

accuracy of 70% [Gunawan et al. 2018]. The SVM method was developed to classify 

breast cancer in normal and abnormal classes with a classification of 86%. The normal-

abnormal classification uses the Bilateral Asymmetry method, which has an accuracy 

of 84%, while the GA+RBF SVM method has an accuracy of 98% [Zeng 2010]. In the 

microcalcification classification, the Neural Network method has the worst 

performance. Otherwise, the Orthogonal Polynomials have the best performance 

[Dheeba and Wiselin 2010]. The Contour method has the poor performance to classify 

Benign-malignant, while the K-mean method has good performance [Bagwati and 

Shinha 2010]. Of all the methods mentioned above, no method has been proposed to 

classify the histopathological types of IDC and ILC. Although the accuracy is not too 

high, this is the first step for further research. 

 

4. Conclusion 
This paper investigates the classification of the histopathological breast cancer types 

IDC and ILC by using the SVM method. In addition, many physical parameters of 

mammographic images are compared to get accurate parameters. It can detect the 

histopathology of breast cancer types IDC and ILC. We compare various methods to 

classify the accuracy of normal, abnormal types and benign-malignant types. The 

histopathological classification of IDC and ILC types of breast cancer has never been 

shown before. The experimental results allowed us to understand the SVM method's 

predictive performance fully. Better predictive models can be identified as basic 

classifiers for future studies. In future research,   genetic algorithms (GA) and SVM 

may be used to improve the accuracy of histopathological classification of breast 

cancer types IDC and ILC. 

 

Author contribution: AANG designing experiments AANG, PS experiment, 

AANFKN, AANFCN data analysis, AANG,PS,AS,AANFKN, AANSM, AANFCN 

write paper. 
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