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Abstract

In this article, we discuss some characterizations of the exponentiated Gompertz distribution. The moments, quantiles, mode, mean residual lifetime, mean deviations and Rényi entropy have been obtained. In addition, we introduce the density, survival and hazard functions and determine the important result about the curve of the distribution and nature of the failure rate curve.
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1 Introduction

In analyzing lifetime data, one often uses the exponential, Gompertz, Weibull and generalized exponential (GE) distributions. It is well known that (exponential, Gompertz, Weibull and GE) distributions can have (constant, increasing, decreasing and increasing or decreasing) hazard function (HF) by
respectively. Such these distributions very well known for modeling lifetime data in reliability and medical studies. Other distributions have all of these types of failure rates (FR) on different periods of time such as these distributions have FR of the bathtub curve shape. Unfortunately, in practice often one needs to consider non-monotonic function such as bathtub shaped HF. One of interesting point for statistics is to search for distributions that have some properties that enable them to use these distributions to describe the lifetime of some devices. The exponentiated Gompertz (EGpz) distribution that may have bathtub shaped HF and it generalizes many well-known distributions including the traditional Gompertz distribution.


The main aim of the proposed study is concerned on some characterizations of the EGpz distribution. Some statistical measures of this distribution given in Section 2, and we derive the quantiles, median and mode, and an important result about the curve of the distribution. In Section 3, we introduce the survival and hazard functions and determine the nature of the failure rate curve. In Section 4, we will show the mean residual life function as well as the FR function is very important. In Section 5, we introduce the mean deviation. In Section 6, we will show the Rényi entropy. Some conclusions given in Section 7.

The EGpz distribution has the distribution function,

\[ F(x; \lambda, \alpha, \theta) = \left( 1 - e^{-\lambda (e^{\alpha x} - 1)} \right)^\theta \]  

where \( \lambda, \alpha, \theta, x > 0 \), \( \lambda, \alpha, \theta \) are shape parameters and \( \alpha \) is scale parameter. Therefore, EGpz distribution has a density function \( EGpz(\alpha, \lambda, \theta) \);

\[ f(x; \lambda, \alpha, \theta) = \theta \alpha e^{ax} e^{-\lambda (e^{ax} - 1)} \left( 1 - e^{-\lambda (e^{ax} - 1)} \right)^{\theta - 1} \]
Characterizations of the exponentiated Gompertz distribution

We note that
\[ f(0) = \begin{cases} 
0 & \text{if } \theta > 1 \\
\lambda \alpha & \text{if } \theta = 1 \\
\infty & \text{if } \theta < 1 
\end{cases} \]  \hspace{1cm} (1.1)

Special cases
The Gompertz distribution \( \text{Gom}(\lambda, \alpha) \) with two parameter can be derive from EGpz distribution by putting \( \theta = 1 \).

2 Statistical properties

The Laplace transform of the EGpz distribution given by,
\[ L(s) = \theta \lambda \sum_{j=0}^{\theta-1} (\theta - 1)^j (-1)^j e^{\lambda(1+j)} E_{\frac{\alpha}{\theta}} (\lambda(1+j)) \]  \hspace{1cm} (2.1)
where \( E_{\tau}(z) = \int_1^{\infty} e^{-\tau t} dt \), Abramowitz and Stegun (1965).

Then the moments of the EGpz distribution expressed as derivatives of its Laplace transform that can be expressed in a general formula by using the generalized integro-exponential function, Milgram (1985). The rth moment of EGpz distribution random variable \( X \) is
\[ \mu_r = E[X^r] = \frac{\lambda}{\alpha^r} \sum_{j=0}^{\theta-1} \frac{1}{\beta(\theta+1, \theta-j)} (-1)^j e^{\lambda(1+j)} \int_1^{\infty} e^{-\lambda(1+j)x} \ln(x) \]  \hspace{1cm} (2.2)
where \( \beta(a, b) = \int_0^1 t^{a-1} (1-t)^{b-1} dt \) is beta function.

The above closed form of \( \mu_r \) allows us to derive the following forms of statistical measures for the EGpz distribution;

Mean,
\[ \mu = E[X] = -\frac{d}{ds} L(s)|_{s=0} = \frac{\lambda}{\alpha^r} \sum_{j=0}^{\theta-1} \frac{1}{\beta(\theta+1, \theta-j)} (-1)^j e^{\lambda(1+j)} \int_1^{\infty} e^{-\lambda(1+j)x} \ln(x) \]  \hspace{1cm} (2.3)

Variance
\[ \sigma^2 = E[X^2] - E[X]^2 = \frac{\lambda}{\alpha^2} \sum_{j=0}^{\theta-1} \frac{1}{\beta(\theta+1, \theta-j)} (-1)^j e^{\lambda(1+j)} \int_1^{\infty} e^{-\lambda(1+j)x} \ln(x)^2 \]  \hspace{1cm} (2.4)

The coefficient of Skewness, is given by
\[ \text{skew}(X) = \frac{E[(X-\mu)^3]}{\sigma^3} = \frac{E[X^3] - 3\mu E[X^2] + 2\mu^3}{\sigma^3} \]  \hspace{1cm} (2.5)

The coefficient of kurtosis, is given by
\[ kurt(X) = \frac{E[(X - \mu)^4]}{\sigma^4} = \frac{E[X^4] - 4\mu E[X^3] + 6\mu^2 E[X^2] - 3\mu^4}{\sigma^4} \] (2.6)

2.1 Quantiles and median of EGpz distribution

The quantile \( x_q \) of an EGpz random variable \( X \), given by
\[ x_q = Q(q) = \frac{1}{\alpha} \ln \left[ 1 - \frac{1}{\lambda} \ln \left( 1 - q^{\frac{1}{\theta}} \right) \right] , \quad 0 < q < 1 \] (2.7)
When \( q=0.5 \), the median
\[ Med(x) = \frac{1}{\alpha} \ln \left[ 1 - \frac{1}{\lambda} \ln \left( 1 - (0.5)^{\frac{1}{\theta}} \right) \right] \] (2.8)
The Bowley’s Skewness, based on quartiles, Kenney and Keeping (1962):
\[ Skew_B = \frac{Q \left( \frac{3}{4} \right) - 2Q \left( \frac{1}{2} \right) + Q \left( \frac{1}{4} \right)}{Q \left( \frac{3}{4} \right) - Q \left( \frac{1}{4} \right)} \] (2.9)
and the Moors’ kurtosis, Moors (1988) is based on quantiles:
\[ kurt_M = \frac{Q \left( \frac{7}{8} \right) - Q \left( \frac{5}{8} \right) - Q \left( \frac{3}{8} \right) + Q \left( \frac{1}{8} \right)}{Q \left( \frac{6}{8} \right) - Q \left( \frac{2}{8} \right)} \] (2.10)
where \( Q(\cdot) \) represents the quantile is defined in (2.7).

2.2 Mode

To find the mode of EGpz distribution, first differentiate the PDF with respect to \( x \):
\[ f'(x) = f(x) \left\{ (\theta - 1)\lambda e^{\alpha x} e^{-\lambda(e^{\alpha x-1})} \left[ 1 - e^{-\lambda(e^{\alpha x-1})} \right]^{-1} + \alpha - \lambda e^{\alpha x} \right\} \]
Then, we equate the first differentiate of PDF of EGpz distribution with respect to \( x \) to zero. Since \( f(x) > 0 \), then the mode is the solution of the following equation with respect to \( x \):
\[ \alpha \left[ 1 - e^{-\lambda(e^{\alpha x-1})} \right] - \lambda e^{\alpha x} \left[ 1 - \theta e^{-\lambda(e^{\alpha x-1})} \right] = 0 \] (2.11)
where that is nonlinear equation and cannot have an analytic solution in \( x \). Therefore, we have to use a mathematical package to solve it numerically.

The mode of \( Gom(\lambda, \alpha) \), can be obtained from (2.11) by setting \( \theta = 1 \) as
\[ Mod_{Gom}(x) = \frac{1}{\alpha} \ln \left( \frac{1}{\lambda} \right) \]

Table 1, shows the mode, median and mean of EGpz distribution for various values of \( \alpha, \lambda \) and 0. It can be noticed from Table 1, that the values of the mean are largest values in all cases. The mean, mode and median become smaller for large values of \( \lambda \) and \( \alpha \) and largest for large values of \( \theta \). Table 2 shows the Skewness and kurtosis of the EGpz distribution for various selected values of the parameters \( \alpha, \lambda \).
and \( \theta \). The skewness and kurtosis are free of parameter \( \alpha \). The skewness and kurtosis are increasing function of \( \lambda \) and decreasing function of \( \theta \).

**Table 1:** Mode, median and mean of \( \text{EGpz} \) distribution for various values of \( \alpha, \lambda \) and \( \theta \).

<table>
<thead>
<tr>
<th>( \theta )</th>
<th>( \lambda )</th>
<th>( \alpha=0.3 )</th>
<th>( \alpha=1 )</th>
<th>( \alpha=2 )</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mode</td>
<td>Median</td>
<td>Mean</td>
<td>Mode</td>
</tr>
<tr>
<td>1</td>
<td>1.18892</td>
<td>2.29413</td>
<td>2.50893</td>
<td>0.356675</td>
</tr>
<tr>
<td>1</td>
<td>6.4717x10^{-17}</td>
<td>1.7553</td>
<td>1.98782</td>
<td>8.33648</td>
</tr>
<tr>
<td>2</td>
<td>21.00</td>
<td>0.99187</td>
<td>1.20443</td>
<td>4.03942</td>
</tr>
<tr>
<td>2</td>
<td>0.7</td>
<td>21.7736</td>
<td>3.3771</td>
<td>1.72104</td>
</tr>
</tbody>
</table>

**Table 2:** Skewness and kurtosis of \( \text{EGpz} \) distribution for various values of \( \alpha, \lambda \) and \( \theta \).

<table>
<thead>
<tr>
<th>( \theta )</th>
<th>( \lambda )</th>
<th>( \alpha=0.3 )</th>
<th>( \alpha=1 )</th>
<th>( \alpha=2 )</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Skewness</td>
<td>Kurtosis</td>
<td>Skewness</td>
<td>Kurtosis</td>
</tr>
<tr>
<td>1</td>
<td>0.7</td>
<td>0.0800557</td>
<td>0.219144</td>
<td>0.0800557</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>0.11251</td>
<td>0.426616</td>
<td>0.167911</td>
</tr>
<tr>
<td>2</td>
<td>0.7</td>
<td>0.0235056</td>
<td>0.0704974</td>
<td>0.0235056</td>
</tr>
<tr>
<td>2</td>
<td>0.7</td>
<td>0.0458871</td>
<td>0.127034</td>
<td>0.0458871</td>
</tr>
<tr>
<td>2</td>
<td>0.9900138</td>
<td>0.237925</td>
<td>0.0900138</td>
<td>0.237925</td>
</tr>
</tbody>
</table>

**Lemma 1:** The density of \( \text{EGpz}(\lambda, \alpha, \theta) \) is

1. Log-concave if \( \theta \geq 1 \).
2. Log-convex if \( \theta < 1 \) and \( x < x_0 \) and log-concave if \( x > x_0 \), where \( x_0 \) is the solution of the following equation with respect to \( x \):

\[
\theta e^{-\lambda(e^{\alpha x}-1)}[1 - e^{-\lambda(e^{\alpha x}-1)}] - e^{-\lambda(e^{\alpha x}-1)}[(\theta - 1)\lambda e^{\alpha x} - 1] - 1 = 0 \quad (2.1)
\]

**Proof**

The logarithm of the density function of \( \text{EGpz}(\lambda, \alpha, \theta) \) is

\[
\log f(x) = \log(\theta) + \log(\lambda) + \log(\alpha) + \alpha x - \lambda(e^{\alpha x} - 1) + (\theta - 1)\log[1 - e^{-\lambda(e^{\alpha x}-1)}] \quad (2.2)
\]

Differentiating (2.13) twice with respect to \( x \), then we get
Then we have the following cases:

1. When \( \theta \geq 1 \), from (2.14), we get
   \[
   \frac{d^2}{dx^2} \log f(x) < 0
   \]
   then the density of \( \text{EGpz}(\lambda, \alpha, \theta) \), is log-concave.

2. When \( \theta < 1 \), from (2.14), we get
   \[
   \frac{d^2}{dx^2} \log f(x) > 0 \quad \text{for} \quad x < x_0,
   \]
   where
   \[
   \left. \frac{d^2}{dx^2} \log f(x) \right|_{x=x_0} = 0; \quad x_0 > 0
   \]

Then, \( x_0 \) is the solution of the equation (2.12) with respect to \( x \). Moreover,

\[
\frac{d^2}{dx^2} \log f(x) < 0 \quad \text{for} \quad x > x_0.
\]

Then the density of \( \text{EGpz}(\lambda, \alpha, \theta) \), is log-convex if \( x < x_0 \) and log-concave if \( x > x_0 \).

\[
\frac{d^2}{dx^2} \log f(x) = (\theta - 1)\lambda \alpha^2 e^{\alpha x} e^{-\lambda(e^{\alpha x} - 1)} \left[ \frac{1 - e^{-\lambda(\alpha x - 1)} - \lambda e^{\alpha x}}{1 - e^{-\lambda(\alpha x - 1)}} \right] - \lambda \alpha^2 e^{\alpha x} \quad (2.3)
\]

**Figure 1**: Plot of the probability density function for different values of the parameters.

From Figure 1, we note that the mode, median and mean take large values when \( \alpha, \theta > 1 \) and take small values when \( \alpha, \theta \leq 1 \). The density of \( \text{EGpz} \) distribution is log-concave when \( \theta \geq 1 \). The \( \text{EGpz} \) distribution is a decreasing function when \( \theta < 1 \).
3 Survival and hazard function

The survival and hazard functions are important for lifetime modeling in reliability studies. These functions are used to measure failure distributions and predict reliability lifetimes. The survival and hazard of the EGpz distribution are defined respectively, by

\[ S(x; \lambda, \alpha, \theta) = 1 - F(x; \lambda, \alpha, \theta) = 1 - \left(1 - e^{-\lambda(e^{\alpha x} - 1)}\right)^\theta \] (3.1)

and

\[ h(x; \lambda, \alpha, \theta) = \frac{f(x; \lambda, \alpha, \theta)}{1 - F(x; \lambda, \alpha, \theta)} = \frac{\theta \lambda a e^{\alpha x} e^{-\lambda(e^{\alpha x} - 1)}(1 - e^{-\lambda(e^{\alpha x} - 1)})^{\theta - 1}}{1 - (1 - e^{-\lambda(e^{\alpha x} - 1)})^\theta} \] (3.2)

To find out the nature of the failure rate, we define

\[ \eta(x) = \frac{-f'(x)}{f(x)} \] (3.3)

For more details of the following result, see Glase (1980).

Lemma 2:

a- If \( \eta'(x) > 0 \) for all \( x > 0 \), then FR is an increasing FR (IFR).

b- If \( \eta'(x) < 0 \) for all \( x > 0 \), then FR is a decreasing FR (DFR).

c- Suppose there exists \( x_0 > 0 \) such that

\( \eta'(x) < 0 \) for all \( x \in (0, x_0) \), \( \eta'(x_0) = 0 \) and \( \eta'(x) > 0 \) for all \( x > x_0 \),

i- If \( \lim_{x \to 0^+} f(x) = \infty \), then bathtub shaped FR (BFR).

ii- If \( \lim_{x \to 0^+} f(x) = 0 \), then IFR.

d- Suppose there exists \( x_0 > 0 \) such that

\( \eta'(x) > 0 \) for all \( x \in (0, x_0) \), \( \eta'(x_0) = 0 \) and \( \eta'(x) < 0 \) for all \( x > x_0 \),

i. If \( \lim_{x \to 0^+} f(x) = 0 \), then upside-down bathtub shaped FR (UFR).

ii. If \( \lim_{x \to 0^+} f(x) = \infty \), then DFR.

Theorem 1:

The FR of the EGpz distribution given by (3.2), is

1- Increasing FR if \( \theta \geq 1 \).

2- Bathtub shaped FR with change point \( x_0 \), defined in (2.12), if \( \theta < 1 \).

Proof

From (1.2), we get

\[ \eta(x) = \lambda a e^{\alpha x} - \alpha - (\theta - 1)\lambda a e^{\alpha x} e^{-\lambda(e^{\alpha x} - 1)} \]

\[ \frac{1}{(1 - e^{-\lambda(e^{\alpha x} - 1)})^\theta} \]

Differentiating \( \eta(x) \) with respect to \( x \), we get

\[ \eta'(x) = \lambda a^2 e^{\alpha x} - (\theta - 1)\lambda a^2 e^{\alpha x} e^{-\lambda(e^{\alpha x} - 1)} \]

\[ \left(\frac{1 - e^{-\lambda(e^{\alpha x} - 1)} - e^x}{(1 - e^{-\lambda(e^{\alpha x} - 1)})^\theta}\right) \] (3.4)
By using lemma 2, we get the following cases:

1- When $\theta \geq 1$, we find from (3.4) that $\eta'(x) > 0$, for all $x > 0$, then the FR of $Egpz(\lambda, \alpha, \theta)$ is IFR.

2- When $\theta < 1$, we find from (3.4) that $\eta'(x) < 0$, for all $x \in (0, x_0)$, $\eta'(x_0) = 0$ and $\eta'(x) > 0$ for all $x > x_0$ and $\lim_{x \to 0^+} f(x) = \infty$, then the FR of $Egpz(\lambda, \alpha, \theta)$ is BFR, where $x_0$ is defined in (2.12).

Figure 2: Plot the hazard function for different values of the parameters.

From Figure 2, shows the shapes of the hazard function for different selected values of the parameters $\alpha, \lambda$ and $\theta$. Also we note that the above theorem is satisfied and it can be shown that the hazard function, $h(x), x > 0$, of $Egpz(\alpha, \lambda, \theta)$is increasing in $x$ for $\theta \geq 1$, i.e. the Egpz has the property IFR. However, for $\theta < 1$ and with change point $x_0$ defined in (2.12) it can be bathtub shaped FR (BFR) and $\hat{h}(0)$ given by,

$$h(0) = \begin{cases} 
0 & \theta > 1 \\
\lambda \alpha & \theta = 1 \\
\infty & \theta < 1
\end{cases}$$

(3.5)

4 The mean residual lifetime

The mean residual lifetime (MRL) function computes the expected remaining survival time of a subject given survival up to time $t$. 
Characterizations of the exponentiated Gompertz distribution

\[ m(t) = E(X - t|X > t) = \frac{\int_t^\infty (x-t) f(x)dx}{S(t)} \]  (4.1)

Where \( S(t) = 1 - F(t) > 0 \) and \( t \geq 0 \).

**Theorem 2:**
The MRL function of the EGpz distribution with \( F(x) \) given by (1.1) is

\[ m(t) = \frac{\mu + I_c(t) - t}{S(t)} \]  (4.2)

where \( I_c(t) = \int_0^t F(x) dx, S(t) = 1 - F(t) \) and \( \mu \) is the mean.

**Proof**
Set \( L = \int_0^\infty x f(x)dx = L_1 - L_2 \),
where \( L_1 = \int_0^\infty x f(x)dx = \mu \) and \( L_2 = \int_0^t x f(x)dx \).

For the EGpz distribution with \( f(x) \) given by (1.2), we get

\[ L_2 = \int_0^t x \theta \lambda a e^{\alpha x} e^{-\lambda (e^{\alpha x} - 1)} (1 - e^{-\lambda (e^{\alpha x} - 1)})^{\theta - 1} dx \]

Let \( u = x \) and \( dv = \theta \lambda a e^{\alpha x} e^{-\lambda (e^{\alpha x} - 1)} (1 - e^{-\lambda (e^{\alpha x} - 1)})^{\theta - 1} dx \), we get

\[ L_2 = tF(t) - I_c(t), \]

\[ I_c(t) = \int_0^t F(x) dx = \sum_{k=0}^\infty \sum_{j=0}^\theta (-1)^{j+k} \frac{\lambda^j k^j}{k!} \frac{e^j}{(\theta + 1)\beta(j + 1, \theta - j + 1)} (e^{\alpha kt} - 1) \]  (4.3)

Hence,

\[ L = \mu - tF(t) + I_c(t) \]

\( f(x) \) given by (1.1) and

\[ m(t) = \frac{L}{S(t)} - t \]

The theorem proved. Then can be written in the form,

\[ m(t) = \frac{1}{S(t)} \left[ \mu + \sum_{k=0}^\infty \sum_{j=0}^\theta (-1)^{j+k} \frac{\lambda^j k^j e^{\alpha j}}{k! \alpha k (\theta + 1)\beta(j + 1, \theta - j + 1)} (e^{\alpha kt} - 1) - t \right] \]  (4.4)

**Theorem 3:**
For a non-negative random variable \( T \) with pdf \( f(t) \), mean \( \mu \), and differentiable FR function \( h(t) \), the MRL function is

i- Constant=\( \mu \) iff \( T \) has an exponential distribution with mean \( \mu \).

ii- Decreasing MRL (increasing MRL) if \( h(t) \) is IFR (DFR).

iii- Upside-down bathtub shaped MRL (bathtub shaped MRL) with a unique change point \( t_m \) if \( h(t) \) is BFR (UFR) with a change point \( t_r, 0 < t_m < t_r < \infty \) and \( \mu > 1 \) (< 1).

These results conclude for both discrete and continuous life times as mentioned by Ghai and Mi (1999).
Theorem 4:

For EGpz random variable $X$ with mean residual life function, $m(t)$ given by (4.4), we have

1. $m(t)$ is decreasing MRL if $\theta \geq 1$
2. $m(t)$ is Upside-down bathtub shaped MRL with a unique change point $t_m, 0 < t_m < x_0 < \infty, x_0$ defined by (2.12) and $\mu > 1, \theta < 1$.

It easy to not that the proof of this theorem follows by using Theorems 1 and 3. The conditions 1 and 2 are satisfied respectively using Theorem 1 showing that $h(t)$ is increasing, bathtub shaped, or unimodal FR. Hence, by Theorem 3, these conditions follow.

5 Mean Deviations

The mean deviation is the first measure of dispersion. It is the average of absolute differences between each value in a set of value, and the average of all the values of that sets. The mean deviation is calculate either from mean or from median, but only median is preferred because when the signs are ignore, the sum of deviation of the sets taken from median is minimum. Let $\mu = E(X)$ and $m$ be the mean and median of the EGpz distribution, respectively. The mean deviations about the mean and about the median are, respectively, defined by

$$D(\mu) = \int_0^\infty |x - \mu| f(x)dx = 2\mu F(\mu) - 2 \int_0^\mu x f(x)dx = 2 I_c(\mu)$$  \hspace{1cm} (5.1)

and

$$D(m) = \int_0^\infty |x - m| f(x)dx = \mu - 2 \int_0^m x f(x)dx = \mu - m + 2 I_c(m)$$  \hspace{1cm} (5.2)

where $\mu$ is the mean, $m$ is the median, $F(x)$ the CDF (1.1) and $I_c(.)$ define in (4.3).

6 Rényi Entropy

The Rényi entropy satisfies axioms on how a measure of uncertainty should behave. The theory of entropy has been successfully used in a wide diversity of applications and has been used for the characterization of numerous standard probability distributions. For the density function $f(x)$, the Rényi entropy, is defined by

$$I_\tau(\tau) = \frac{1}{1 - \tau} \log[I(\tau)]$$  \hspace{1cm} (6.1)

where $I(\tau) = \int f^\tau(x) dx, \tau > 0$ and $\tau \neq 1$. By using the EGpz density, we get

$$I(\tau) = \theta^\tau \lambda^\tau \alpha^\tau \int_0^\infty e^{r \alpha x} e^{-\tau \lambda(e^{\alpha x} - 1)}[1 - e^{-\lambda(e^{\alpha x} - 1)}]^\tau(\theta - 1) dx$$
Let \( y = e^{-\tau \lambda (e^{\alpha x} - 1)} \), then \( x = \frac{1}{\alpha} \ln\left[ 1 - \frac{1}{\tau \lambda} \ln y \right] \) and \( dx = \frac{-1}{\tau \alpha \lambda [1 - \frac{1}{\tau \lambda} \ln y]} \) dy

\[
I(\tau) = \frac{\theta \tau}{\tau} \lambda^{\tau - 1} \alpha^{\tau - 1} \int_0^1 \left[ 1 - \frac{1}{\tau \lambda} \ln y \right]^{\tau - 1} [1 - y^{1/\tau}]^{\tau(\theta - 1)} dy \quad (6.1)
\]

Applying the binomial expansion to \( 1 - \frac{1}{\tau \lambda} \ln y \) and \( y^{1/\tau} \) in the equation (6.2),

\[
I(\tau) = \frac{\theta \tau}{\tau} \lambda^{\tau - 1} \alpha^{\tau - 1} \sum_{j=0}^{\tau - 1} \sum_{k=0}^{\tau(\theta - 1)/\tau} \binom{\tau(\theta - 1)}{j} \left( \frac{1}{\tau \lambda} \right)^j \int_0^1 (\ln y)^j y^{k/\tau} dy
\]

Changing variables and simplifying, \( I(\tau) \) reduces to

Then, the formula for the Rényi entropy becomes

\[
I_R(\tau) = \frac{\tau \log(\theta) - \frac{\log(\tau)}{1 - \tau} + \log(\lambda) + \log(\alpha)}{1 - \tau} + \frac{1}{1 - \tau} \log \left[ \sum_{j=0}^{\tau - 1} \sum_{k=0}^{\tau(\theta - 1)/\tau} \binom{\tau(\theta - 1)}{j} \left( \frac{1}{\tau \lambda} \right)^j (-1)^{2j+k} \Gamma(j+1) \right]
\]

7 Concluding remarks

The EGpz distribution have been proposed. A comprehensive study of the mathematical properties of the proposed distribution have been provided. The moments, quantiles, mode, mean residual lifetime, mean deviations and Rényi entropy have been obtained. The density of EGpz distribution is Log-concave and log-convex. In addition, the Gompertz distribution can have increasing FR only but the EGpz distribution can have increasing FR and bathtub shaped FR for various \( \theta \). Finally, the mean residual lifetime function of EGpz distribution is decreasing or upside-down bathtub shaped.
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