How to Modify Grade Point Average (GPA) to Make it More Adequate
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Abstract

At present, the amounts of knowledge acquired by different graduates of the same program are usually compared by comparing their GPAs. We argue that this is not always the most adequate description: for example, if, after completing all required classes with the highest grade of “excellent” (A), a student takes an additional challenging class and gets a “satisfactory” grade (C), the amount of her knowledge increases, but the GPA goes down. We propose a modification of the GPA which is free of this drawback and is, thus, more adequate for describing the student’s knowledge. We also provide a psychological explanation for why people cling to the traditional GPA.
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1 Formulation of the Problem

How graduate’s knowledge is compared now. At present, the amounts of knowledge acquired by different graduates of the same program are usually
compared by comparing their Grade Point Average (GPA). A GPA is simply an arithmetic average of all the grades that a student got in different classes – usually weighted by the number of credit hours corresponding to each class.

Usually, two types of GPA are considered:

- the overall GPA that counts all the classes that the student took at the university, and
- the major GPA, in which general education classes are not counted, the only classes which are counted as classes directly related to the student’s major.

Why this is not always adequate. Let us give an example explaining why this may not be the most adequate way of comparing the students’ knowledge.

Let us assume that we have two students; both took all the classes required for a Computer Science degree, and both got “excellent” grades (As) in all these classes.

The first student did not take any other classes, while the second student decided to also take an additional – very challenging – class, and got a satisfactory grade of C in this additional class.

From the common sense viewpoint, the second student knows everything that the first student knows, plus she also knows some additional material that she learned in this challenging class. However, the GPA is higher for the first student, so, from the usual GPA viewpoint, the first student is academically better.

2 Proposed Solution

How can we modify the GPA to make it more adequate: a proposal. To avoid the above counterintuitive situation, we propose the following natural modification of the GPA:

- if the student took only the classes needed for graduation, then his/her GPA is computed in exactly the same way as usual;

- if a student took an additional class which is not related to his/her major and is not required for his/her degree, the grade for this class should be simply ignored;

- if for some topic needed for the major, the student took more classes than required, then only the the required number of top grades are counted when computing the modified GPA.
How to make GPA more adequate?

For example, if, instead of required three technical electives, a student took four classes and got grades A, C, A, and B, then only the top three grades (two As and a B) are counted.

**Why this works.** If a student, in addition to all As for required classes, gets a C for an addition non-required technical elective, this C grade will not count towards a newly modified GPA.

### 3 Discussion on Possible Psychological Explanation of the Observed Phenomenon

**If this is a good idea, why is it not used?** In his well-known book on the actual human reasoning [1], a Nobelist Daniel Kahneman cites an example of a seemingly irrational human behavior.

Namely, according to Chapter 15, Section 15.1 “Less Is More, Sometimes Even in Joint Evaluation”, when pricing two large dinnerware sets,

- one consisting of 24 pieces in perfect condition, and
- the other consisting of the same 24 pieces plus 16 broken ones,

most people value the second set lower.

Rationally, this makes no sense, since after buying the second set, we can simply throw away the broken pieces.

**According to Kahneman, this is an example of a general feature of human reasoning.** According to [1], when in a hurry, people often use an arithmetic average as a substitute for the sum; see, e.g., Chapter 8, Section 8.2 “Sets and Prototypes”.

For example, when people are asked to compare two pictures with multiple line segments in each of them, and decide in which of the two pictures, the *total* length of its line segments is larger, they usually select the picture with the largest *average* length.

This probably explains the dinnerware sets comparison – that people compare average values of pieces in two sets instead of comparing the overall values of these two sets: for the second set, the average value is indeed lower.

This probably also explains why the traditional GPA – an arithmetic average – is used instead of more adequate modifications – like the one we are proposing in this paper.

**But why do people estimate an average: our possible explanation.** Our explanation for the use of arithmetic averages is that the arithmetic average is much easier to compute than, e.g., the sum.
This may sound somewhat counter-intuitive, because, at first glance, the formula for the arithmetic average \( \bar{x} = \frac{x_1 + \ldots + x_n}{n} \) looks somewhat more complex to compute than the formulas for the sum \( s = x_1 + \ldots + x_n \): to compute the average, we need to perform all the additions needed for the sum plus one additional division.

This is indeed the case if we talk about exact computations: to compute the exact sum or the exact average, one needs to process each of \( n \) numbers at least once – if we do not process one of the numbers, we cannot get the exact value of sum or average. Since each elementary arithmetic operation takes at most two numerical inputs, this means that in both cases, we need at least \( n/2 = O(n) \) operations.

However, if we take into account that the values \( x_i \) are only known approximately and that, as a result, we only need approximate values of sum and average, then the computational complexity changes. For the sum, we still need to count the intervals, but to compute the approximate values of the average, we can use Monte-Carlo techniques: namely, we can select a random sample of values and take the arithmetic average of this sample.

According to the Large Numbers Theorem, when the sample size is large, this random-sample-based arithmetic average provides a good approximation to the desired exact average – and the larger the sample, the more accurate this approximation; see, e.g., [2].

The required sample size – and thus, the corresponding computational complexity of estimating the average this way – depends only on the desired accuracy of estimating the average, and does not depend on the number \( n \) of original values. Thus, for a fixed accuracy, the computational complexity of this algorithm does not grow with \( n \) at all, it is \( O(1) \), while the complexity of computing the sum still grows with \( n \) as \( O(n) \). Since for large \( n \), \( O(1) \ll O(n) \), this explains why people use an average as a substitute for the sum.
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