Abstract

The aim of this paper is to use some concepts of nonstandard analysis introduced by Robinson A. and axiomatized by Nelson E. to give an external method of Laplace. More precisely under certain conditions we get the following result.

\[ \int_0^\infty e^{-\omega \phi(t)} \psi(t) dt = (1 + \alpha) \frac{b \Gamma(s + 1/r)}{r^s \alpha^{s + 1} \varpi} \frac{1}{s + 1} \]

Where \( a, b, r, s \) are standard constants and \( \alpha \approx 0, \omega = \frac{1}{\alpha} \).
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1 Introduction

Throughout this paper the following definitions and notations will be used.

A real number \( x \) is called unlimited if \( |x| > r \) for all real \( r > 0 \), [7].

A real number \( x \) is called infinitesimal if \( \frac{1}{x} \) is unlimited, [7].

Two real number \( x \) and \( y \) are said to be infinitely near, denoted by \( x \simeq y \), if \( x - y \) is infinitesimal [7].

A real number \( x \) is called appreciable if it is neither unlimited nor infinitesimal, and the set of all positive appreciable real number is denoted by \( A^+ \) [2].

The collections of limited, unlimited real numbers and infinitesimals are said to be external sets ([1], [2], [6]).
The external set of infinitesimal real numbers only is called the monad of 0, denoted by \( m(0) \). In general the set of real numbers which are infinitely near to a standard real number \( a \) is called the monad of \( a \), denoted by \( m(a) \).\[3], [5].

The external set of limited real numbers is called the galaxy of 0, denoted \( \text{gal}(0) \). In general, if \( a \) is a standard real number, then the set of real numbers \( x \) such that \( x - a \) is limited is called the galaxy of \( a \), denoted by \( \text{gal}(a) \).\[4], [9].

If \( \varepsilon > 0 \), the external set of real numbers \( \alpha \) such that \( \frac{\alpha}{\varepsilon} \approx 0 \) is called the \(-m(a)\), and it is strictly included \( m(0) \).\[8], [9].

If \( \varepsilon \approx 0 \), the external set of real numbers \( \mu \) such that \( \frac{\mu}{\varepsilon^n} \approx 0 \) for all standard \( n \in \mathbb{N} \) is called \( \varepsilon \)-micromonad, denoted by \( \varepsilon - M \).\[2], [6].

A function \( f : A \to B \) is called an internal function if \( A \) is an internal set \([2]\).

A function \( f : [a, b] \to [a, b] \) is called piecewise continuous on \([a, b]\) if
(i) When ever \( x \approx a^+ \) and \( x \approx t^+ \) implies \( f(x) \) exists
(ii) \( f \) is continuous at all but a finite number of points in \((a, b)\).
(iii) Left and right limits exist at all points of \((a, b)\).\[9]\]

A standard function \( f : \mathbb{R} \to \mathbb{R} \) is called \( s \)-continuous at the standard point \( x \) in \( \mathbb{R} \), if for all \( y \) \( (x \approx y \to f(x) \approx f(y)) \), \((2]\), [8]).

If \( \alpha \approx 0 \) and \( x \) is a real number, we define the \( \alpha - m(x) \) as follows:
\[ \alpha - m(x) = \left\{ y \in \mathbb{R} : \frac{y - x}{\alpha} \approx 0 \right\} \quad [2] \]

If \( \alpha \approx 0 \) and \( x \) is a real number, we define the \( \alpha - \text{gal}(x) \) as follows:
\[ \alpha - \text{gal}(x) = \left\{ y \in \mathbb{R} : \frac{y - x}{\alpha} \text{ is limited} \right\} \quad [2]. \]

2 The Main Result

Theorem (2.1):

Let \( \phi \) be an increasing standard function defined on \([0, \infty)\) such that \( \phi(t) = at^r + \alpha(t)t^r, (a, r > 0, \alpha(t) \approx 0, \text{for } t \approx 0) \) and that \( \phi(t) \geq mt^q (m, q > 0) \) for certain \( t \geq 0 \).

Let \( \psi \) be an internal piecewise continuous function defined on \((0, \infty)\) such that \( \psi(t) = bt^s + \beta(t)t^s, (b \neq 0, s > -1 \text{ are standard}, \beta(t) \approx 0 \text{ for } t \approx 0) \) and for
each $d > 0$ there exist standard constants $K, C$ such that

$$|\psi(t)| \leq Ke^{C(t)} \text{ for every } t \geq d$$

Let $\omega$ be unlimited positive number, then

$$\int_0^\infty e^{-\omega \phi(t)} \psi(t) dt = (1 + \alpha) \frac{b \Gamma \left(\frac{s+1}{r}\right)}{r \Gamma \left(\frac{s+1}{r}\right)} \cdot \frac{1}{\omega \frac{s+1}{r}}, \alpha \approx 0$$

**Proof:**

Let $\delta \approx 0$ such that

$$\int_0^\infty e^{-\omega \phi(t)} \psi(t) dt \frac{1}{\omega} - M$$

Suppose that $\delta > \frac{1}{e^\pi}$ for every standard positive integer $n$.

Then

$$\int_0^\infty e^{-\omega \phi(t)} \psi(t) dt = \int_0^\delta e^{-(a+a(t))t^2 + \mu} \cdot \mu = \frac{1}{\omega} - M$$

We observe that the passage from appreciable within infinitesimals for integrand workout when leaving the $\frac{1}{e^\pi}$-galaxy. We obtain an integrand, which is an $A^+$, near an integrand, whose integral is continuous. Putting $at^r = u$, we get

$$\int_0^\infty e^{-\omega \phi(t)} \psi(t) dt = \frac{b}{r \Gamma \left(\frac{s+1}{r}\right)} \cdot \frac{1}{\omega \frac{s+1}{r}} \int_0^{a \omega \delta} e^{-(a+a(t))t^2 + \mu}$$

Put $L(a) = \left\{\begin{array}{ll} e^{-(a+a(t))t^2 + \frac{1}{a \omega^2})} (1 + \beta \left(\frac{u}{u^\frac{1}{r}}\right)) \frac{1}{r} & \text{if } u \leq a \omega \delta' \\
0 & \text{if } u > a \omega \delta' \end{array}\right.$

Then for every $u \in A^+$, we have

$$L(u) \approx u \frac{s+1}{r}$$

Also for every $u \in \mathbb{R}^+$ we have

$$L(u) \leq 2e^{-\frac{u}{r}} u \frac{s+1}{r}$$

By using proposition (2) ([8], [13]), we obtain

$$\int_0^\infty L(u) du \approx \int_0^\infty e^{-u} u \frac{s+1}{r} du = \Gamma(s \frac{1}{r})$$

Consequently

$$\int_0^\infty e^{-\omega \phi(t)} \psi(t) dt = (1 + r) \frac{b \Gamma \left(\frac{s+1}{r}\right)}{r \Gamma \left(\frac{s+1}{r}\right)} \cdot \frac{1}{\omega \frac{s+1}{r}} + \mu \quad r \approx 0$$
Remark (2.2):

The assertion of the above theorem remains true if the functions $\Phi$ and $\psi$ satisfy the conditions mentioned on a standard interval $[0, c)$, $c > 0$, and if we integrate from 0 to $c$.

We will assume that the function $\phi$ and $\psi$ satisfy always the conditions of theorem 2.1. Consider the following examples as illustration of the theorem 2.1.

Example (2.3):

(1) If $\phi(t) = t$, and if $\psi(t) = bt^n + \beta(t)t^n$, with $n \in \mathbb{N}$ is standard we get

$$
\int_0^\infty e^{-\omega \phi(t)} \psi(t) dt = (1 + \alpha) \frac{bn!}{\omega^{n+1}} , \quad \alpha \approx 0
$$

(2) Suppose that $\phi$ is twice derivable at 0, and that $\phi(t) = \frac{1}{2} \phi''(0) t^3 + \alpha(t)t^2$, $\phi''(0) > 0$. If $\psi(0) \approx 0$ and that $\psi$ is s-continuous at 0, then, noting that $\phi$ passed a minimum vale at 0.

$$
\int_0^\infty e^{-\omega \phi(t)} \psi(t) dt = (1 + \alpha) \psi(0) \left[ \frac{2\pi}{\sqrt{\phi''(0)}} \frac{1}{\sqrt{\omega}} \right] , (\alpha \approx 0)
$$

The relation remains valid if we integrate over a standard interval $[c, d]$ such that $c < 0$ and $d > 0$.

(3) From the result of example (2) we deduce the stirling formula. Because if $\omega \in \mathbb{N}$ is unlimited, we get

$$
\omega! = \int_0^\infty e^{-s-\omega \log s} ds = \int_0^\infty e^{-s+\omega \log s} ds
$$

We will bring back the last integral to area of the given in example (2). To identify the maximum value of the integral of $e^{-s+\omega \log s}$ at $\omega$, put $s = \omega + \omega t$, then

$$
\omega! = \int_{-1}^\infty e^{-sw-\omega \log \omega + \log(1+\omega)} dt
$$
$$
\omega! = \omega^\omega e^\omega \omega \int_{-1}^\infty e^{-\omega(t-\log(1+t))} dt
$$
$$
= \omega^\omega e^\omega \sqrt{\omega} \sqrt{2\pi} (1 + \xi) \quad \xi \approx 0
$$

(4) We return to integrals of type given in example (1) but with nonstandard $n \in \mathbb{N}$, and determine the principle part of the integrals of type

\[
= (1 + \alpha) \frac{b\Gamma\left(\frac{5 + 1}{r}\right)}{r^{s+1} \Gamma\left(\frac{s+1}{r}\right)} \cdot \frac{1}{\omega^{r+1} \Gamma\left(\frac{r+1}{\omega}\right)} + \mu \quad \alpha \approx 0
\]
where $\frac{v}{\omega}$ is limited and the function $g$ is internal, $s$-continuous and appreciable on $gal^+(0)$, and such that there exist standard constants $K, C$ such that $g(t) \leq Ke^{\epsilon t}$ for every $t \geq 0$.

We notice that the maximum factor to fast variation $e^{-\omega t} t^v$ is reached for $\frac{v}{\omega}$, we return to an integral of the type given in example (2) by putting $t = \frac{v}{\omega} + \frac{v}{\omega} u$. Then

$$
\int_0^\infty e^{-\omega t} t^v g(t)dt = \int_0^\infty e^{-v(-v+V)(\log v - \log \omega + \log(1+u))} g\left(\frac{v}{\omega} + \frac{v}{\omega} u\right) \frac{v}{u} du
$$

Since $\frac{v}{\omega}$ is limited $g\left(\frac{v}{\omega}\right) \approx 0$ and $g\left(\frac{v}{\omega} + \frac{v}{\omega} u\right)$ is $s$-continuous function of $u$ for every limited $u \geq 1$, then from the formula of example (2) and the striting formula we deduce that

$$
\int_0^\infty e^{-\omega t} t^v g(t)dt = \int_0^\infty e^{-v(v-1)} g\left(\frac{v}{\omega} + \frac{v}{\omega} u\right) du
$$

$$
= (1+\infty) \frac{v^v e^{-v}}{\omega^{v+1}} \int_0^\infty e^{-v(v-1)} g\left(\frac{v}{\omega}\right) du
$$

$$
= (1+\xi) \frac{v^v}{\omega^{v+1}} g\left(\frac{v}{\omega}\right)
$$

Remark (2.3):

We notice that as in the case of example (1) where the factor $e^{-\omega t} t^v$ has its maximum value contributes to a sensible manner the value of the integral $\int_0^\infty e^{-\omega t} t^v g(t)dt$.

(5) Let $\phi$ be uninternal function such that (i) $\phi$ is $s$-continuous on the $gal^+(0)$, (ii) $\phi \approx 0$ on $gal^+(0)$, (iii) there exists standard constants $K$ and $C$ such that $\phi(t) \leq Ke^{\epsilon t}$ for every $t \geq 0$. Let $\epsilon \approx 0$ and $\omega \in IR^+$ be unlimited such that $\epsilon \omega$ is limited. Then

$$
\int_0^\infty e^{-t^\omega} \phi(\epsilon t)dt = \Gamma(\omega + 1)\phi(\epsilon \omega)(1 + \xi) \quad \xi \approx 0
$$

Remark (2.4):

The proof of the above formula consists of (a) where $\omega$ is unlimited, and return to the previous example by putting $s = \epsilon t$, (b) in the case where $\omega$ is limit-
ed the above formula is deduced from example (1). Observing that \( \phi(0) \approx (\varepsilon \omega) \).
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