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Abstract

A Newton-like method for convex functions is derived. It is shown that this method can be better than the Newton method. Especially good results can be obtained if we combine these two methods. Illustrative numerical examples are given.
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1 Introduction

One of the most basic problems in Numerical Analysis (and of the oldest numerical approximation problems) is that of finding values of the variable $x$ which satisfy $f(x) = 0$ for a given function $f$. The Newton method is the most popular method for solving such equations. Some historical points about this method can be found in [10].

In recent years a number of authors have considered methods for solving the nonlinear equations. For example, see [1]-[10].

In this paper we derive a Newton-like method for convex functions. It turns out that this new method can be better than the Newton method. In Section 2 we derive this method and give three algorithms: an algorithm for the new method, the well-known algorithm for the Newton method and an algorithm which combine these two methods. In Section 3 we give few numerical examples which show that the new method can be better than the Newton method. We specially emphasize that good results can be obtained if we combine these two methods.
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2 The method and algorithms

We first describe the method for solving the single nonlinear equation \( f(x) = 0 \), where \( f \) is a convex function. For that purpose we need some preliminary results.

Let \( f : [a, b] \rightarrow \mathbb{R} \) be a convex function such that \( f' \) exists. Then we have

\[
    f(b) - f(a) \geq f'(a)(b - a)
\]

and

\[
    f(b) - f(a) \leq f'(b)(b - a).
\]

From the Taylor formula of the first order we have

\[
    f(x) = f(a) + f'(a)(x - a) + R_1(x)
\]

and

\[
    f(x) = f(b) + f'(a)(x - b) + R_2(x),
\]

where we consider the above formulas in the interval \([a, b]\). If \( a \) is close to \( b \) \((a \approx b)\) then the remainder terms \( R_1 \) and \( R_2 \) are small and we can write

\[
    f(a) + f'(a)(x - a) \approx f(b) + f'(a)(x - b).
\]

In fact, we now consider the equation

\[
    f(a) + f'(a)(x - a) = f(b) + f'(a)(x - b).
\]

The solution is

\[
    x = \frac{f(b) - f(a) + af'(a) - bf'(b)}{f'(a) - f'(b)}.
\]

We now wish to show that \( a \leq x \leq b \). For that purpose we suppose that \( f \in C^2(a, b) \) and \( f''(x) \geq 0 \), i.e. \( f \) is a convex function. Then the derivative \( f' \) is an increasing function such that \( f'(a) - f'(b) < 0 \). Thus the inequality

\[
    a \leq \frac{f(b) - f(a) + af'(a) - bf'(b)}{f'(a) - f'(b)}
\]

is equivalent to the inequality

\[
    af'(a) - af'(b) \geq f(b) - f(a) + af'(a) - bf'(b)
\]

and this last inequality is equal to (2). Hence, (5) holds.
Now we consider the inequality
\[ \frac{f(b) - f(a) + af'(a) - bf'(b)}{f'(a) - f'(b)} \leq b \] (6)
which is equivalent to the inequality
\[ f(b) - f(a) + af'(a) - bf'(b) \geq bf'(a) - bf'(b) \]
and this last inequality is equal to (1). Thus (6) holds.

In other words, we proved that
\[ a \leq x \leq b. \] (7)
It is not difficult to see that these inequalities become
\[ a < x < b \] (8)
if \( f \) is a strictly convex function.

We now consider the equation \( f(x) = 0 \) and suppose that there exists a unique zero point \( x^* \in [a, b] \), \( f(x^*) = 0 \). If we calculate \( x \) by the formula (4) then we can consider this element as a first approximation of the zero point \( x^* \). If \( f(x)f(a) \leq 0 \) then we set \( b_{new} = x \) and \( a_{new} = a_{old} = a \). If \( f(b)f(x) \leq 0 \) then we set \( a_{new} = x \) and \( b_{new} = b_{old} = b \). If \( f \) is a strictly convex function then (8) holds such that we have
\[ b_{old} - a_{old} < b_{new} - a_{new}. \] (9)
We repeat the above procedure until \( b_{new} - a_{new} < \varepsilon \), where \( \varepsilon > 0 \) is a small given number. In such a way we get the sequence \((x_k)\), where each \( x_k (= x) \) is an end point of the interval \([a_{new}, b_{new}]\). Since (9) holds it is obvious that \( \lim_{k \to \infty} x_k = x^* \).

Finally, we give a practical algorithm.

**Algorithm 1** (New method)

1. Choose \( a, b \in \mathbb{R} \) such that there exists a unique zero point \( x^* \in [a, b] \).
2. Choose also \( \varepsilon > 0 \), \( n \in \mathbb{N} \) and set \( i = 0 \).
3. Calculate
   \[ x = \frac{f(b) - f(a) + af'(a) - bf'(b)}{f'(a) - f'(b)}. \]
4. If \( x \notin [a, b] \) then set \( x = (a + b)/2 \) and go to (6).
5. If \( f(a)f(x) \leq 0 \) then set \( b = x \).
If \( f(x)f(b) \leq 0 \) then set \( a = x \).

(6) Calculate \( e = b - a \).

(7) If \( i > n \) then stop.
    If \( e < \varepsilon \) then stop.

(8) Go to (1).

The step (4) in the above algorithm is introduced because of a possible numerical instability.

We also give the well-known algorithm for the Newton method.

**Algorithm 2** *(Newton method)*

(1) Choose \( x \in R, \varepsilon > 0, n \in N \) and set \( i = 0 \).

(2) \( i \rightarrow i + 1 \)

(3) Calculate \( z = x - f(x)/f'(x) \).

(4) Calculate \( e = |z - x| \).

(5) If \( i > n \) then stop.
    If \( e < \varepsilon \) then stop.

(6) Set \( x = z \) and go to (2).

Finally, we give a combined algorithm.

**Algorithm 3** *(Combined method)*

(1) Apply Algorithm 1 with the step

(6a) If \( |f(x)| < \eta \), where \( \eta > 0 \) is a given small number, then go to (2) else go to (7) of Algorithm 1.

(2) Apply Algorithm 2.

### 3 Numerical examples

In this section we give four numerical examples. We use the algorithms from the previous section with the following parameters: the tolerance of errors is \( 1.0E-12 \) and the parameter \( \eta = 0.1 \). If \([a, b]\) is an interval for Algorithm 1 then we choose \( x_0 = b \) for Algorithm 2. All examples are taken from the references at the end of this paper.

**Example 4** Let \( f(x) = \exp(1 - x) - 1 \) and \( a = -10, b = 7 \). It is obvious that the exact solution of the equation \( f(x) = 0 \) is \( x^* = 1 \). (We choose the interval \([a, b]\) such that the end points are not close to the exact solution.) Algorithm 1 requires 46 iterations to find an approximate solution with the given tolerance; Algorithm 2 requires 403 iterations while Algorithm 3 requires 20 iterations.
Example 5 Let $f(x) = x \exp(-x)$ and $a = -3$, $b = 2$. It is obvious that the exact solution of the equation $f(x) = 0$ is $x^* = 0$. Algorithm 1 requires 44 iterations to find an approximate solution with the given tolerance; Algorithm 2 diverges while Algorithm 3 requires 21 iterations.

Example 6 Let $f(x) = 1/x - 1$ and $a = 0.1$, $b = 4$. It is obvious that the exact solution of the equation $f(x) = 0$ is $x^* = 1$. Algorithm 1 requires 37 iterations to find an approximate solution with the given tolerance; Algorithm 2 diverges while Algorithm 3 requires 20 iterations.

Example 7 Let $f(x) = \exp(x^2 - 3x - 4) - 1$ and $a = -1.5$, $b = 0$. It is obvious that one exact solution of the equation $f(x) = 0$ is $x^* = -1$. (We also see that in this example we choose the interval $[a, b]$ such that the end points are close to the exact solution.) Algorithm 1 requires 34 iterations to find an approximate solution with the given tolerance; Algorithm 2 requires 377 iterations while Algorithm 3 requires 18 iterations.
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