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Abstract

We exploit the concepts and the formalism associated with the principle of monomiality to derive the orthogonality properties of the associated Laguerre polynomials. We extend a recently developed technique of algebraic nature and comment on the usefulness of the proposed method.
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1 INTRODUCTION

It has been shown in refs. (1) that the concepts associated with the monomiality treatment of classical and generalized polynomials can be exploited to derive a unified treatment of the orthogonality properties of families of polynomials, used in pure and applied mathematics. The method has so far been applied to various families of Hermite (including higher orders and multi-index cases) and Laguerre polynomials. In this paper we will extend the method to Associated Laguerre and touch on the Jacobi family.

To this aim we remind that, according to ref. (2), a polynomial \( p_n(x) (n \in \mathbb{N}, x \in \mathbb{C}) \) is said a quasi-monomial, whenever two operators \( \hat{M}, \hat{P} \), called
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multiplicative and derivative operators respectively, can be defined in such a way that

\[ \begin{align*}
\tilde{P} p_n(x) &= np_{n-1}(x), \\
\tilde{M} p_n(x) &= p_{n+1}(x)
\end{align*} \]  

(1)

The properties of the \( p_n(x) \) polynomials are contained in the explicit definition of the relevant \( \tilde{M}, \tilde{P} \) operators. If \( p_0(x) = 1 \), as often happens, we can write the polynomials and their generating function as

\[ \begin{align*}
p_n(x) &= \tilde{M}^n(1), \\
\sum_{n=0}^{\infty} \frac{t^n}{n!} p_n(x) &= \exp(t\tilde{M})(1)
\end{align*} \]  

(2)

while the relevant eigenvalue problem reads

\[ \tilde{M} \tilde{P} p_n(x) = np_n(x) \]

(3)

The previous formalism has also been exploited in Ref. (1) to investigate the properties of function families \( g_n(x) \), bi-orthogonal to \( p_n(x) \) and specified according to the operational definition

\[ g_n(x) = \frac{1}{\left( \tilde{M}^+ \right)^{n+1}(1)} \]  

(4)

where \( \tilde{M}^+ \) denotes the hermitian conjugate of the derivative operator. The recurrence properties of the \( g_n(x) \) in terms of the multiplicative and derivative operators can be written as

\[ \begin{align*}
\tilde{M}^+ g_n(x) &= g_{n-1}(x), \\
\tilde{P}^+ g_n(x) &= (n+1)g_{n+1}(x)
\end{align*} \]  

(5)

which can be combined to get the identity

\[ \tilde{P}^+ \tilde{M}^+ g_n(x) = ng_n(x) \]  

(6)

We can furthermore use the relation

\[ a^{-\nu} = \frac{1}{\Gamma(\nu)} \int_0^\infty \exp(-sa)s^{\nu-1}ds \]  

(7)
along with eq. (4), to define the functions $g_n(x)$ according to the integral representation

$$g_n(x) = \frac{1}{n!} \int_0^\infty s^n \exp(-s\tilde{M}^+) ds(1) .$$

The previously described procedure has been exploited to develop a unified point of view on the orthogonality properties of Hermite and Laguerre polynomials, including, in the case of the Hermite family, also the multi-index and higher order extensions (Ref. (1)).

In this paper, as already remarked, we will extend the method to the associated Laguerre, Legendre and Jacobi polynomials, therefore, before getting into the main body of the paper, we recall a few notions necessary for the understanding of what follows.

In the case of the Laguerre polynomials the following realization of the $\tilde{M}, \tilde{P}$ operators holds

$$\tilde{M} = y - \tilde{D}_x^{-1} ,$$
$$\tilde{P} = -\frac{\partial}{\partial x} \frac{\partial}{\partial x} ,$$

where $\tilde{D}_x^{-1}$ is the negative derivative operator defined in such a way that (ref. (3))

$$\tilde{D}_x^{-n} f(x) = \frac{1}{\Gamma(n)} \int_0^x (x - \xi)^{n-1} f(\xi) d\xi ,$$

thus getting for $f(x) = 1$

$$\tilde{D}_x^{-n} = \frac{x^n}{n!} .$$

With these assumptions we find the polynomial family

$$L_n(x, y) = \left(y - \tilde{D}_x^{-1}\right)^n = n! \sum_{r=0}^n \frac{(-1)^r x^r y^{n-r}}{(n-r)! (r!)^2} ,$$

which reduce to the ordinary Laguerre for $y = 1$.

In the forthcoming sections we will see how the method can be conveniently extended to associated Laguerre and Jacobi polynomials.
2 MONOMIALITY AND THE ASSOCIATED LAGUERRE POLYNOMIALS

We will use the following realization of the $\tilde{M}, \tilde{P}$ operators to extend the previously described technique to the associated Laguerre polynomials,

$$\tilde{M} = y - D_{x,\nu}^{-1},$$

$$\tilde{P} = -\Gamma(\nu + 1) \left[ \frac{\partial}{\partial x} \frac{\partial}{\partial x} + \nu \frac{\partial}{\partial x} \right]$$

(13)

where the operator $D_{x,\nu}^{-1}$ is defined in such a way that its action on the unity is specified by

$$D_{x,\nu}^{-n}(1) = \frac{x^n}{\Gamma(n + \nu + 1)} ,$$

(14)

it is also easily proved that the above operators satisfy, as it must be, the commutation bracket

$$[\tilde{P}, \tilde{M}] = \hat{1} .$$

(15)

According to eq. (2) we define the polynomials

$$l_n^{(\nu)}(x, y) = (y - D_{x,\nu}^{-1})^n = n! \sum_{r=0}^{n} \frac{(-1)^r x^r y^{n-r}}{r! \Gamma(r + \nu + 1)(n - r)!} ,$$

(16)

which are linked to the ordinary associated Laguerre polynomials by the relation

$$L_n^{(\nu)}(x) = \frac{\Gamma(n + \nu + 1)}{n!} l_n^{(\nu)}(x) .$$

(17)

It is worth stressing the following important identities

$$(-\frac{\partial}{\partial x} \frac{\partial}{\partial x} - \nu \frac{\partial}{\partial x}) l_n^{(\nu)}(x, y) = n l_{n-1}^{(\nu)}(x, y),$$

$$\frac{\partial}{\partial y} l_n^{(\nu)}(x, y) = n l_{n-1}^{(\nu)}(x, y) ,$$

(18)

which suggest that this family of polynomials satisfy the PDE

$$\frac{\partial}{\partial y} l_n^{(\nu)}(x, y) = (-\frac{\partial}{\partial x} \frac{\partial}{\partial x} - \nu \frac{\partial}{\partial x}) l_n^{(\nu)}(x, y),$$

$$l_n^{(\nu)}(x, 0) = \frac{(-1)^n x^n}{\Gamma(n + \nu + 1)} .$$

(19)

We can now derive in a quite straightforward way some further properties of the polynomials defined in eq. (16).
Laguerre Bi-orthogonal functions

The generating function can be obtained using the technique developed in ref. (2), which yields

\[
\sum_{n=0}^{\infty} t^n l_n^{(\nu)}(x, y) = \sum_{n=0}^{\infty} t^n (y - \tilde{D}_{x,\nu}^{-1})^n = \frac{1}{1-yt+\tilde{D}_{x,\nu}} = \frac{1}{1-yt} \sum_{s=0}^{\infty} \frac{(-1)^{s+1} \tilde{D}_{x,\nu}^{-s}}{(1-yt)^{s+1}},
\]

thus finding for the ordinary case

\[
\sum_{n=0}^{\infty} t^n \frac{n!}{\Gamma(\nu + n + 1)} L_n^{(\nu)}(x) = \frac{1}{1-t} E_{\nu}(\frac{xt}{1-t}) . \tag{20}
\]

In an analogous way we obtain

\[
\sum_{n=0}^{\infty} t^n \frac{n!}{\Gamma(\nu + n + 1)} l_n^{(\nu)}(x, y) = \exp(yt) \exp(-t\tilde{D}_{x,\nu}^{-1}) = \exp(yt) C_{\nu}(xt),
\]

\[
C_{\nu}(x) = \sum_{r=0}^{\infty} \frac{(-1)^r x^r}{r! \Gamma(\nu + r + 1)} , \tag{22}
\]

thus also getting

\[
\sum_{n=0}^{\infty} t^n \frac{n!}{\Gamma(\nu + n + 1)} L_n^{(\nu)}(x) = \exp(t) C_{\nu}(xt) . \tag{23}
\]

We can now construct the bi-orthogonal functions associated with the \(l_n^{(\nu)}(x)\), we define indeed the operator \(\tilde{T}_{x,\nu}\) defined in such a way that

\[
\left(\tilde{T}_{x,\nu}\right)^n(1) = \frac{(-1)^n x^{\nu+n}}{\Gamma(\nu + n + 1)} \tag{24}
\]

which for \(\nu = 0\) reduces to \((-1)^n \tilde{D}_{x}^{-n}\). In analogy to what we have done before we introduce the further operator

\[
\tilde{M}^+ = y - \tilde{T}_{x,\nu} , \tag{25}
\]

and the use of the prescription given in the introductory remarks finally yields

\[
\frac{1}{\Gamma(n + \nu + 1)} \left(\tilde{M}^+\right)^{\nu+n+1}(1) = \frac{x^\nu}{\Gamma(n + \nu + 1)} \int_0^\infty \exp(-sy)s^{\nu+n} C_{\nu}(sx) ds . \tag{26}
\]

The use of the following relation between Tricomi and Bessel functions \(J_{\nu}(x)\)

\[
C_{\nu}(x) = x^{-\nu} J_{\nu}(2\sqrt{x}) \tag{27}
\]
allows to recast the r.h.s of eq. (26) as
\[
\frac{x^n}{n!} \int_0^\infty \exp(-sy)s^{n+\nu} C\nu(sx)ds = \frac{x^n}{n!} \int_0^\infty \exp(-sy)s^{n+\nu} J\nu(2\sqrt{sx})ds .
\] (28)

By changing variable we find
\[
\frac{x^n}{n!} \int_0^\infty \exp(-sy)s^{n+\nu} J\nu(2\sqrt{sx})ds = \Phi^{(\nu)}(\frac{x}{y}),
\]
\[
\Lambda^{(\nu)}(\eta) = \frac{\eta}{n!} \int_0^\infty \exp(-\xi)\xi^{n+\nu} J\nu(2\sqrt{\xi\eta})d\xi = \exp(-\eta)\eta^{\nu} L^{(\nu)}(\eta)
\] (29)

thus getting
\[
\int_0^\infty l^{(\nu)}(x, y)\Phi^{(\nu)}(x, y)dx = \delta_{m,n} ,
\] (30)

which for \(y = 1\) is immediately recognized as the ordinary orthogonality relation of the associated Laguerre polynomials (see Ref. (4)), the function defined in eq. (29) is bi–orthogonal to \(l^{(\nu)}(x, y)\).

3 CONCLUDING REMARKS

According to the discussion of the previous section it is not difficult to realize that the polynomials \(l^{(\nu)}(x, y)\) satisfy the operational equation
\[
\frac{\partial}{\partial y} l^{(\nu)}(x, y) = -\frac{\partial}{\partial D_{x,\nu}} l^{(\nu)}(x, y),
\]
\[
l^{(\nu)}(x, 0) = (-1)^n D_{x,\nu}^{-n}
\] (31)

which can be exploited to get further insight into the properties of the associated Laguerre polynomials. The formal solution of eq. (31) reads indeed
\[
l^{(\nu)}(x, y) = \exp(-y\frac{\partial}{\partial D_{x,\nu}}) \left[(-1)^n D_{x,\nu}^{-n}\right] .
\] (32)

Let us now consider the differential equation
\[
\frac{\partial}{\partial y} F(x, y) = (-\frac{\partial}{\partial x} x \frac{\partial}{\partial x} - \nu \frac{\partial}{\partial x}) F(x, y),
\]
\[
F(x, 0) = f(x) = \sum_{n=0}^\infty \frac{f^{(n)}(0)}{n!} x^n
\]

It is evident that, according to the previous discussions we can write the relevant solution as
\[
F(x, y) = \exp(y(-\frac{\partial}{\partial x} x \frac{\partial}{\partial x} - \nu \frac{\partial}{\partial x}))f(x) = \sum_{n=0}^\infty (-1)^n f^{(n)}(0) L^{(\nu)}(x, y) ,
\] (33)
which, on account of eq. (23) can be written in terms of the following integral transform

\[
F(x, y) = \exp\left(y\left(-\frac{\partial}{\partial x}x\frac{\partial}{\partial x} - \nu \frac{\partial}{\partial x}\right)\right)f(x) = e^{\frac{y}{\nu}} \int_0^\infty e^{-s}s^\nu C_\nu\left(\frac{x}{y}s\right)f(-ys)ds, y \neq 0.
\]

(34)

Before concluding this paper let us consider an extension of the method to the case of the Jacobi polynomials.

To this aim we recall that the Legendre polynomials have been introduced in ref. (5) using the operational definition

\[
R_n(x, y) = n!(\tilde{D}_y^{-1} - \tilde{D}_x^{-1})^n,
\]

(35)

which, once expanded, yields

\[
R_n(x, y) = (n!)^2 \sum_{r=0}^{n} \frac{(-1)^{n-r}x^{n-r}y^r}{((n-r)!)^2 (r!)^2},
\]

(36)

so that the ordinary Legendre are recovered as a particular case of the two variable polynomials given in eq. (36) as

\[
P_n(x) = R_n\left(\frac{1-x}{2}, \frac{1+x}{2}\right).
\]

(37)

We generalize the definition given in eq. (35) and introduce the polynomials

\[
P_n^{(\mu, \nu)}(x, y) = n!(\tilde{D}_y^{-1} - \tilde{D}_x^{-1})^n =
\]

\[
= (n!)^2 \sum_{r=0}^{n} \frac{(-1)^{n-r}x^{n-r}y^r}{(n-r)!\Gamma(n-r+\mu+1)\Gamma(r+\nu+1)}.
\]

(38)

The Jacobi polynomials can be recognized as a particular case of (38). The use of the previously indicated methods allows a quite straightforward derivation of the generating function

\[
\sum_{n=0}^{\infty} \frac{t^n}{(n!)^2} P_n^{(\mu, \nu)}(x, y) = C_\nu(-yt)C_\mu(xt) = (-yt)^{-\frac{\nu}{2}}(xt)^{-\frac{\mu}{2}}J_\nu(2\sqrt{-yt})J_\mu(2\sqrt{xt}).
\]

(39)

It is evident that the method of monomiality associated with techniques of operational nature offers a powerful tool to investigate the properties of special functions, within a unified framework. The Authors believe that the same
method may provide an interesting, albeit unorthodox, mean to explore the theory of differential equations. We consider indeed the following example

\[
\frac{\partial}{\partial x} x \frac{\partial}{\partial x} F(x, y) = -\int_0^y F(x, \sigma) d\sigma, \\
F(0, y) = g(y)
\]

whose solution can formally be written as follows

\[
F(x, y) = C_0(xD_y^{-1}g(y))
\]

which yields the Volterra series, written in Umbral Form

\[
F(x, y) = C_0(xG), \\
G^r = \frac{1}{(v-1)!} \int_0^y (y - \sigma)^{r-1} g(\sigma) d\sigma.
\] (35).

In a forthcoming study we will investigate more deeply this aspect of the problem with particular reference to “time” ordering effects.
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