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Abstract

In this paper Malmquist productivity index (MPI) for decision making unit (DMU) with interval data has been evaluated. A method for assessing Malmquist productivity index using cost efficiency also has been developed. The applicability of the methods developed is illustrated in the context of the analysis of groups of teaching of university performance.
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1 Introduction

Cost efficiency (CE) evaluates the ability to produce specific outputs with minimal cost. The concept of cost efficiency can be traced back to Farrell (1957) who originated many of the ideas underlying Data Envelopment Analysis (DEA). Fare et al. (1992, 1994a) developed a DEA-based Malmquist productivity index which measures the productivity change over time. The Malmquist index was first suggested by Malmquist (1953) as a quantity index for use in the analysis of consumption of inputs. Fare et al. combined ideas on the measurement of efficiency from Farrell and the measurement of productivity from Caves et al. (1982) to construct a Malmquist productivity index has proven itself to be a good tool for measuring the productivity change of DMUs.

In this paper, we suggest a Malmquist productivity index measure using cost efficiency for DMUs productivity evaluation with interval data.

2 Basic DEA Efficiency

The underpinnings of efficiency measurement date back to the work of Debreu (1951) and Koopmans (1957). Debreu provided the first measure of efficiency, which was called the ‘coefficient of resource utilization’ and Koopmans was the first to define the concept of technical efficiency. Farrell (1957) extended their work in a seminal paper whose key developments were to show how to bring data to bear on Debreu’s formulation of ‘coefficient of resource utilization’ and, looking beyond technical efficiency to propose the measurement of cost efficiency by taking into account the economic context in which the DMU’s activity occurs. The standard DEA model that measures technical efficiency assuming constant returns to scale (CRS) and adopting an input minimisation perspective is formulated as follows (Charnes et al., 1978):

$$\begin{align*}
\text{DAE input oriented model} \\
\max & \quad \theta = \sum_{r=1}^{s} u_r y_{ro} \\
\text{s.t.} & \quad \sum_{i=1}^{m} v_i x_{io} = 1 \\
& \quad \sum_{r=1}^{s} u_r y_{rj} - \sum_{i=1}^{m} v_i x_{ij} \leq 0 \quad j = 1, \ldots, n, \\
& \quad u_r \geq \varepsilon \quad r = 1, \ldots, s, \\
& \quad v_i \geq \varepsilon \quad i = 1, \ldots, m.
\end{align*}$$

In the formulation above, $\theta$ is the efficiency level of $DMU_o$ under assessment. $x_{ij}$ and $y_{rj}$ represent the levels of input $i$ and output $r$ at $DMU_j$. $u_r$ and $v_i$ are the weights attached to the inputs and outputs, respectively, and those are the variables of the model. $\varepsilon$ is a non-Archimedean infinitesimal use to ensure
that all inputs and outputs are taken into account for efficiency assessment.

3 Cost Efficiency

Cost efficiency (CE) evaluates the ability to produce current outputs at minimal cost. In this section, we assume that prices are fixed and known, although they may possibly be different between the DMUs. In order to obtain a measure of cost efficiency for DMUs with multiple inputs and outputs, the minimum cost for the production of a DMU’s current outputs with existing input prices is obtained solving the following linear problem:

\[
\begin{align*}
\text{min} & \quad \sum_{i=1}^{m} p_{io} x_{io} \\
\text{s.t.} & \quad \sum_{j=1}^{n} \lambda_{j} x_{ij} = x_{io} \quad i = 1, \ldots, m, \\
& \quad \sum_{j=1}^{n} \lambda_{j} y_{rj} \geq y_{ro} \quad r = 1, \ldots, s, \\
& \quad \lambda_{j} \geq 0 \quad j = 1, \ldots, n, \\
& \quad x_{io} \geq 0 \\
\end{align*}
\]

In the model above, \( p_{io} \) is the price of input \( i \) for the \( DMU_o \) under assessment. \( x_{io} \) is a variable that, at the optimal solution, gives the amount of input \( i \) to be used by \( DMU_o \) in order to produce the current outputs at minimal cost. Note that, this model assumes that the input prices at each \( DMU(p_{io}, i = 1, \ldots, m) \) are fixed and known, although they can differ between DMUs. Cost efficiency is then obtained as the ratio of minimum cost with specific prices (the optimal solution to model (2)) to the observed cost at \( DMU_o \), as follows:

\[
\text{Cost Efficiency}_o = \frac{\sum_{i=1}^{m} p_{io} x_{io}^{*}}{\sum_{i=1}^{m} p_{io} x_{io}}
\]

4 Cost Efficiency With Interval Data

Assume that, we have \( n \) DMUs with interval inputs and outputs, and \( p_{ij} \) are prices input \( i \) of \( DMU_j \) which \( p_{ij} \in [p_{ij}^{\min}, p_{ij}^{\max}] \). In order to obtain a measure of cost efficiency which is an interval for this kind of data the following are suggested:
\[
\begin{align*}
\min & \quad \sum_{i=1}^{m} p_{i,o}^{\max} x_{i}^o \\
\text{s.t.} & \quad \sum_{j=1}^{n} \lambda_j x_{i,j} = x_{i}^o \quad i = 1, \ldots, m, \\
& \quad \sum_{j=1, j \neq o}^{n} \lambda_j y_{i,j} + \lambda_o y_{i,o} \geq y_{i,o}^u \quad r = 1, \ldots, s, \\
& \quad \lambda_j \geq 0 \quad j = 1, \ldots, n, \\
& \quad x_i^o \geq 0 \quad i = 1, \ldots, m.
\end{align*}
\]

\[
\begin{align*}
\min & \quad \sum_{i=1}^{m} p_{i,o}^{\min} x_{i}^o \\
\text{s.t.} & \quad \sum_{j=1}^{n} \lambda_j x_{i,j} = x_{i}^o \quad i = 1, \ldots, m, \\
& \quad \sum_{j=1, j \neq o}^{n} \lambda_j y_{i,j} + \lambda_o y_{i,o} \geq y_{i,o}^u \quad r = 1, \ldots, s, \\
& \quad \lambda_j \geq 0 \quad j = 1, \ldots, n, \\
& \quad x_i^o \geq 0 \quad i = 1, \ldots, m.
\end{align*}
\]

Suppose \( \tilde{x}_i^o \) and \( \bar{x}_i^o \) are the optimal solutions for (4),(5) respectively. The following costs for DMU\(_o\) may be calculated as follows:

\[
\begin{align*}
\tilde{c} &= \frac{\sum_{i=1}^{m} p_{i,o}^{\max} x_i^o}{\sum_{i=1}^{m} p_{i,o}^{\min} x_i^o} \quad (6) \\
\tilde{c} &= \frac{\sum_{i=1}^{m} p_{i,o}^{\min} x_i^o}{\sum_{i=1}^{m} p_{i,o}^{\max} x_i^o} \quad (7)
\end{align*}
\]

**Theorem 1**: Any \( c \in [\tilde{c}, \bar{c}] \), can be treated as cost efficiency for DMU\(_o\).

**Proof**: It is evident that \( p_{i,o} \leq p_{i,o}^{\max} \). From model (4):

\[
x_i^o = \sum_{j=1}^{n} \lambda_j x_{i,j} \leq \sum_{j=1}^{n} \lambda_j x_{i,j}^{\min} = x_i^{\min},
\]

And then \( \sum_{i=1}^{m} p_{i,o} x_i^o \leq \sum_{i=1}^{m} p_{i,o}^{\max} x_i^o \) (a). From \( p_{i,o} \geq p_{i,o}^{\min} \) we have:

\[
\sum_{i=1}^{m} p_{i,o} x_i^o \geq \sum_{i=1}^{m} p_{i,o}^{\min} x_i^o \quad (b).
\]

From (a) and (b), we obtain \( c \leq \tilde{c} \). In a similar way, we can show \( c \geq \bar{c} \). This completes the proof.

## 5 Malmquist productivity index

By applying DEA, the best efficiency frontier will be calculated with a set of DMUs and omitting of any priority for inputs and outputs. The DMUs of efficiency frontier are the units with the maximum output or the minimum input levels. Using the efficient units and efficiency frontier, is the analysis of other inefficiency units possible. Malmquist productivity Index is defined with assimilation efficiency changes of each unit and technology changes. MPI can be calculated via several functions, such as distance function:

\[
D(X_o, Y_o) = \inf \{ \theta : (\theta X_o, Y_o) \in PPS \}
\]

This equation shows in special conditions, only the efficiency frontier change at time \( t+1 \) related to \( t \); that could not be a suitable criterion to calculate the technology change. This distance function does not define the inefficiency val-
The efficiency frontier will be specified for each DMU with DEA. Production function is hypothesized instant $t$ and $t+1$.

Calculation of the MPI needs to four linear programming problems as below:

$$o \in Q = \{1, ..., n\}$$

$$D^t_o(X^t_o, Y^t_o) = \min \theta \quad \text{s.t.} \quad \sum_{i=1}^{n} \lambda_j x^t_{ij} \leq \theta x^t_{io} \quad i = 1, ..., m, \quad \sum_{j=1}^{n} \lambda_j y^t_{rj} \geq y^t_{ro} \quad r = 1, ..., s, \quad \lambda_j \geq 0 \quad j = 1, ..., n. \quad (9)$$

In the model above, $x^t_{io}$ is the $i^{th}$ input and $y^t_{ro}$ is the $r^{th}$ output of DMU $o$ at time $t$, the value of efficiency($D^t_o(X^t_o, Y^t_o) = \theta^*$) shows that how much can be decrease inputs of DMU $o$ to production that output.

If in the previous model, we put $t+1$ instead $t$, then CCR problem (9) is calculated at time $t+1$ and is equal $D^{t+1}_{o}(X^{t+1}_o, Y^{t+1}_o)$ and is the technical efficiency for DMU $o$ at time $t+1$. The value of $D^t(X^t_o, Y^t_o)$ for DMU $o$ is the distance of DMU $o$ at $t+1$ with the frontier of time $t$, calculated by below problem:

$$D^t(X^t_o, Y^t_o) = \min \theta \quad \text{s.t.} \quad \sum_{i=1}^{n} \lambda_j x^t_{ij} \leq \theta x^t_{io} \quad i = 1, ..., m, \quad \sum_{j=1}^{n} \lambda_j y^t_{rj} \geq y^t_{ro} \quad r = 1, ..., s, \quad \lambda_j \geq 0 \quad j = 1, ..., n. \quad (10)$$

The same models $D^{t+1}_{o}(X^{t+1}_o, Y^{t+1}_o)$ and $D^{t+1}_{o+1}(X^{t+1}_o, Y^{t+1}_o)$ are calculated.

Fare hypotheses $D^{t+1}_{o}(X^{t+1}_o, Y^{t+1}_o)$ and $D^{t}_{o}(X^{t}_o, Y^{t}_o)$ must be equal to 1 to be efficient. Therefore he defined relative efficiency change as:

$$TEC_o = \frac{D^{t+1}_{o}(X^{t+1}_o, Y^{t+1}_o)}{D^{t}_{o}(X^{t}_o, Y^{t}_o)} \quad (11)$$

He described one geometric computation to determine technology change between $t$ and $t+1$:

$$FS_o = \sqrt{\frac{D^{t}_{o}(X^{t+1}_o, Y^{t+1}_o)}{D^{t}_{o}(X^{t+1}_o, Y^{t+1}_o)} \cdot \frac{D^{t}_{o}(X^{t}_o, Y^{t})}{D^{t}_{o}(X^{t}_o, Y^{t})}} \quad (12)$$

MPI will be evaluated from multiplication efficiency change and technology change for each input oriented DMU $o$ at time $t$ and $t+1$:

$$M_o = \frac{D^{t+1}_{o}(X^{t+1}_o, Y^{t+1}_o)}{D^{t}_{o}(X^{t}_o, Y^{t}_o)} \cdot \sqrt{\frac{D^{t}_{o}(X^{t+1}_o, Y^{t+1}_o)}{D^{t}_{o}(X^{t+1}_o, Y^{t+1}_o)} \cdot \frac{D^{t}_{o}(X^{t}_o, Y^{t})}{D^{t}_{o}(X^{t}_o, Y^{t})}} \quad (13)$$
The simple form of relation (13) is:

\[ M_o = \sqrt{\frac{D_{t+1}^{i}(X_{t+1}^{o}, Y_{t+1}^{o})}{D_{t}^{i}(X_{t}^{o}, Y_{t}^{o})} \cdot \frac{D_{t}^{i}(X_{t}^{o}, Y_{t}^{o})}{D_{t+1}^{i}(X_{t}^{o}, Y_{t}^{o})}} \]  \hspace{1cm} (14)

So, we have three conditions:

1. \( M_o > 1 \), increase productivity and observe progress.
2. \( M_o < 1 \), decrease productivity and observe regress.
3. \( M_o = 1 \), no change in productivity at time \( t+1 \) in comparison to \( t \).

6 Cost Malmquist productivity index

6.1 Background

Consider that in time period \( t \), producers are using inputs \( x^t \in R^m \), to produce outputs \( y^t \in R^n \). Define now the production technology of period \( t \) in terms of the input requirement set, which is:

\[ L^t(y^t) = \{x^t : x^t \text{ can produce } y^t\} \]  \hspace{1cm} (15)

\( L^t(y^t) \) contains all input vectors that can produce output \( y^t \). Assume that \( L^t(y^t) \) is non-empty, closed, convex, bounded and satisfies strong disposability of inputs and outputs. \( L^t(y^t) \) is bounded from below by the input isoquant, that is:

\[ \text{Isoq}L^t(y^t) = \{x^t : x^t \in L^t(y^t), \lambda x^t \notin L^t(y^t) \text{ for } \lambda < 1\} \]  \hspace{1cm} (16)

\( \text{Isoq}L^t(y^t) \) defines a boundary (frontier) to the input requirement set in the sense that any radial contraction of input vectors that lie on the frontier is not possible within \( L^t(y^t) \). Alternatively, with reference to the input requirement set, define the technology of production in terms of the input distance function as:

\[ D^i_t(x^t, y^t) = \sup \{\theta : \left(\frac{x^t}{\theta}\right) \in L^t(y^t), \theta > 0\} \]  \hspace{1cm} (17)

where the subscript \( i \) denotes input orientation.

\( D^i_t(x^t, y^t) \) in (17) is the largest factor by which the input levels in \( x^t \) can be divided while \( x^t \) remains in \( L^t(y^t) \). If \( D^i_t(x^t, y^t) \geq 1 \), then it is sufficient for \( x^t \in L^t(y^t) \) and if \( D^i_t(x^t, y^t) = 1 \) then \( x^t \in \text{Isoq}L^t(y^t) \). \( D^i_t(x^t, y^t) \) is similar with the definition of technical efficiency in input oriented:
\[ TE_i(x^t, y^t) = \min \{ \phi : \phi x^t \in L^t(y^t), \phi > 0 \} \] 

(18)

When input prices, \( P^t \in R^m \), are available, the cost function is defined:

\[ C^t(y^t, p^t) = \min \{ p^t x^t : x^t \in L^t(y^t), p^t > 0 \} \] 

(19)

\( C^t(y^t, p^t) \) is the minimum cost of producing a given output vector \( y^t \) given the input prices \( p^t \) and the technology of period \( t \). The set of input vectors \( x^t \) which correspond to the scalar \( C^t(y^t, p^t) \) lie on an isocost line which defines a cost boundary (versus production boundary) defined as:

\[ IsoC^t(y^t, p^t) = \{ x^t : p^t x^t = C^t(y^t, p^t) \} \] 

(20)

This boundary contains the input vectors that can have the minimum cost with their price \( p^t \). Therefore technical efficiency and distance function have the same definition. Overall (or cost) efficiency defines:

\[ OE_i(y^t, x^t, p^t) = \frac{C^t(y^t, p^t)}{p^t x^t} \] 

(21)

because technical efficiency is less than overall efficiency for each unit, then:

\[ TE_i(x^t, y^t) \leq OE_i(y^t, x^t, p^t) \] 

(22)

According to technical efficiency is the same as distance function:

\[ C^t(y^t, p^t) \leq \frac{p^t x^t}{D_i^t(y^t, x^t)} \] 

(23)

Allocative efficiency defines as follows:

\[ AE_i(y^t, x^t, p^t) = \frac{C^t(y^t, p^t)D_i^t(y^t, x^t)}{p^t x^t} \] 

(24)

Assume two time periods \( t \) and \( t+1 \) respectively and define in each one of them technology and production. Taking time period \( t \) as the reference period, the input oriented Malmquist index (IM) is:

\[ IM^t = \frac{D_i^t(y^{t+1}, x^{t+1})}{D_i^t(y^t, x^t)} \] 

(25)

In a similar fashion, with reference to period \( t+1 \), one may define the following index:

\[ IM^{t+1} = \frac{D_i^{t+1}(y^{t+1}, x^{t+1})}{D_i^{t+1}(y^t, x^t)} \] 

(26)

To avoid an arbitrary choice of a reference period Fare et al. use the geometric
mean of IM \( t \) and IM \( t+1 \) so that the IM is:

\[
IM = \sqrt{\frac{D_t^i(y^{t+1}, x^{t+1})}{D_t^i(y^t, x^t)}} \frac{D_t^i(y^{t+1}, x^{t+1})}{D_t^i(y^t, x^t)}
\]  \hspace{1cm} (27)

IM is Malmquist productivity index and has inverse relative with \( M_o \) definition previous section. Three conditions are existed:

1. \( IM < 1 \), observe progress.
2. \( IM > 1 \), observe regress.
3. \( IM = 1 \), do not observe any change in productivity.

### 6.2 Cost Malmquist productivity index

By using allocative and technical efficiency, input’s price productivity changes are determined. Specifically, in the spirit of the indexes in (25)-(27) define a dual cost Malmquist (CM) productivity index of period \( t, t+1 \) and their geometric mean as follows:

\[
CM^t = \left[ \frac{p^t x^{t+1}}{C^t(y^{t+1}, p^t)} \right] \!
\]  \hspace{1cm} (28)

\[
CM^{t+1} = \left[ \frac{p^{t+1} x^{t+1}}{C^{t+1}(y^{t+1}, p^{t+1})} \right] \!
\]  \hspace{1cm} (29)

\[
CM = \left[ \frac{p^t x^{t+1}}{C^t(y^{t+1}, p^t)} \frac{p^{t+1} x^{t+1}}{C^{t+1}(y^{t+1}, p^{t+1})} \right]^\frac{1}{2}
\]  \hspace{1cm} (30)

where \( p^t x^t = \sum_{n=1}^{N} p^t_n x^t_n \), \( n \) denotes the nth input and \( C^t(y^t, p^t) \) is as defined in (19) with reference to the CRS technology.

The cost ratio \( p^t x^t / C^t(y^t, p^t) \) measures the extent to which the aggregate production cost in period \( t \) can be reduced while still securing the output vector \( y^t \) under the input price vector \( p^t \). This ratio measures the distance between the observed cost \( p^t x^t \) and the cost boundary \( C^t(y^t, p^t) \). This distance will have a minimum value of 1 (when the two costs coincide) and the larger it is the larger the factor by which the observed cost of securing output \( y^t \) can be reduced. This (cost) distance is the reciprocal of the input oriented measure of overall efficiency defined in (21). The rest of the cost ratios in (28)-(30) are defined in an analogous manner.

Thus, the CM index is defined in terms of distances by which input costs can be deflated (inflated) to reach a cost boundary. This is in contrast to the IM index which is defined in terms of distances by which input quantities can be deflated (inflated) to reach a production boundary. Note at this point that again we do not need to make assumptions about the returns to scale that characterize the technology. We use the CRS cost boundaries as benchmarks for productivity measurement. Just as with the IM index, a CM index value less than 1 implies productivity progress, a value greater than 1 implies regress
and a value of 1 indicates constant productivity.

7 Malmquist Productivity Index With Interval Data

In the section (4), we defined Malmquist productivity index. With interval data the Malmquist productivity index may be defined as follows. Consider four models in the following form, so the M.P.I is an interval which is defined.

\[ \theta_t = \min \theta \]
\[ s.t. \quad \sum_{j=1}^{n} \lambda_j x_{ij}^u \leq \theta x_{io}^{tu} \quad i = 1, \ldots, m, \]
\[ \sum_{j=1}^{n} \lambda_j y_{ij}^u \geq y_{ro}^{t+1u} \quad r = 1, \ldots, s, \]
\[ \lambda_j \geq 0 \quad j = 1, \ldots, n. \] (31)

\[ \theta_{t+1} = \min \theta \]
\[ s.t. \quad \sum_{j=1}^{n} \lambda_j x_{ij}^{t+1u} \leq \theta x_{io}^{t+1u} \quad i = 1, \ldots, m, \]
\[ \sum_{j=1}^{n} \lambda_j y_{ij}^{t+1u} \geq y_{ro}^{t+1u} \quad r = 1, \ldots, s, \]
\[ \lambda_j \geq 0 \quad j = 1, \ldots, n. \] (32)

\[ \theta_{t+1} = \min \theta \]
\[ s.t. \quad \sum_{j=1}^{n} \lambda_j x_{ij}^{t+1u} \leq \theta x_{io}^{t+1u} \quad i = 1, \ldots, m, \]
\[ \sum_{j=1}^{n} \lambda_j y_{ij}^{t+1u} \geq y_{ro}^{t+1u} \quad r = 1, \ldots, s, \]
\[ \lambda_j \geq 0 \quad j = 1, \ldots, n. \] (33)

\[ \theta_{t+1} = \min \theta \]
\[ s.t. \quad \sum_{j=1}^{n} \lambda_j x_{ij}^{t+1u} \leq \theta x_{io}^{t+1u} \quad i = 1, \ldots, m, \]
\[ \sum_{j=1}^{n} \lambda_j y_{ij}^{t+1u} \geq y_{ro}^{t+1u} \quad r = 1, \ldots, s, \]
\[ \lambda_j \geq 0 \quad j = 1, \ldots, n. \] (34)

Therefore from the above models, we have:

\[ \overline{M} = \left[ \frac{\theta_{t+1}}{\theta_t} \times \frac{\theta_{t+1}}{\theta_{t+1+1}} \right]^{\frac{1}{2}} \] (35)

The values \( \theta_t, \theta_{t+1}, \theta_{t+1} \) and \( \theta_{t+1} \) can be evaluated, too. So, we obtain:

\[ \overline{M} = \left[ \frac{\theta_{t+1}}{\theta_t} \times \frac{\theta_{t+1}}{\theta_{t+1+1}} \right]^{\frac{1}{2}} \] (36)

Theorem 2): By using of previous models \( M \in [\overline{M}, \overline{M}] \), that \( M \) is the Malmquist productivity index.

proof: Proof is evident.
8 Cost Malmquist with Interval Data

In the above mentioned model, it has been assumed that $p_{ij}$ were fixed. If $p_{ij}$ lies in the interval, the following models may be used to evaluate the M.P.I.

\[
\begin{align*}
\text{min} & \quad \sum_{i=1}^{m} p_{io}^{\text{max}} x_i^o \\
\text{s.t.} & \quad \sum_{j=1}^{n} \lambda_j x_j^t = x_i^o \\
& \quad \sum_{j=1}^{n} \lambda_j y_{rj}^t \geq y_{ro}^t \\
& \quad \lambda_j \geq 0 \\
& \quad x_i^o \geq 0
\end{align*}
\tag{37}
\]

\[
\begin{align*}
\text{min} & \quad \sum_{i=1}^{m} p_{io}^{\text{min}} x_i^o \\
\text{s.t.} & \quad \sum_{j=1}^{n} \lambda_j x_j^t = x_i^o \\
& \quad \sum_{j=1}^{n} \lambda_j y_{rj}^t \geq y_{ro}^t \\
& \quad \lambda_j \geq 0 \\
& \quad x_i^o \geq 0
\end{align*}
\tag{38}
\]

\[
\begin{align*}
\text{min} & \quad \sum_{i=1}^{m} p_{io}^{\text{min}} \bar{x}_i^o \\
\text{s.t.} & \quad \sum_{j=1}^{n} \lambda_j x_j^t \leq x_i^o \\
& \quad \sum_{j=1}^{n} \lambda_j y_{rj}^t \geq y_{ro}^t \\
& \quad \lambda_j \geq 0 \\
& \quad x_i^o \geq 0
\end{align*}
\tag{39}
\]

\[
\begin{align*}
\text{min} & \quad \sum_{i=1}^{m} p_{io}^{\text{max}} \bar{x}_i^o \\
\text{s.t.} & \quad \sum_{j=1}^{n} \lambda_j x_j^t \leq x_i^o \\
& \quad \sum_{j=1}^{n} \lambda_j y_{rj}^t \geq y_{ro}^t \\
& \quad \lambda_j \geq 0 \\
& \quad x_i^o \geq 0
\end{align*}
\tag{40}
\]

The following costs from models (37),(38),(39) and (40) may be calculated as follows, respectively:

\[
\begin{align*}
c_{t+1}^t & = \sum_{i=1}^{m} p_{io}^{\text{max}} x_i^o \\
\bar{c}_t & = \sum_{i=1}^{m} p_{io}^{\text{min}} x_i^o \\
\bar{c}_t & = \frac{\sum_{i=1}^{m} p_{io}^{\text{min}} x_i^o}{\sum_{i=1}^{m} p_{io}^{\text{max}} x_i^o}
\end{align*}
\]

Therefore, we evaluate from above models $\overline{M}_c$ as following:

\[
\overline{M}_c = \left(\frac{\sum_{i=1}^{m} p_{io}^{\text{max}} x_i^o}{\sum_{i=1}^{m} p_{io}^{\text{min}} x_i^o}\right)^{\frac{1}{2}}
\tag{42}
\]

In a similar fashion, we can obtain $\overline{M}_r$ with using of previous models as following:

\[
\overline{M}_r = \left(\frac{\sum_{i=1}^{m} p_{io}^{\text{max}} x_i^o}{\sum_{i=1}^{m} p_{io}^{\text{min}} x_i^o}\right)^{\frac{1}{2}}
\tag{43}
\]
**Theorem 3**: Any $M_c \in [\underline{M_c}, \overline{M_c}]$, that $M_c$ is Cost Malmquist productivity index.

## 9 Application Example

In this section, we investigate Malmquist Productivity Index, when the prices of some inputs are interval. The conclusion of these observations are explained in following tables. Consider eighteen groups of teaching of ZAHEDAN university that inputs and outputs show in the following table:

<table>
<thead>
<tr>
<th>Input</th>
<th>Output</th>
</tr>
</thead>
<tbody>
<tr>
<td>1) Number of expert</td>
<td>1) Average of mean</td>
</tr>
<tr>
<td>2) Area of room</td>
<td>2) Number of student in 2003</td>
</tr>
<tr>
<td>3) Number of computer</td>
<td>3) Successful in high graduate</td>
</tr>
<tr>
<td>4) Average of mean graduate</td>
<td></td>
</tr>
<tr>
<td>5) Mean of full grade</td>
<td></td>
</tr>
<tr>
<td>6) Average of full rank</td>
<td></td>
</tr>
<tr>
<td>7) Number of teacher</td>
<td></td>
</tr>
<tr>
<td>8) Number of conditional</td>
<td></td>
</tr>
<tr>
<td>students in 2003</td>
<td></td>
</tr>
<tr>
<td>9) Number of deport student in 2003</td>
<td></td>
</tr>
</tbody>
</table>

Table(1): Inputs and Outputs

We suppose that the average of salary of a expert is between 1000000 to 1500000 Rials. Each square meter of a room is 2000000 Rials. Also, the average price of a computer was in interval [3000000, 7000000] and the average of salary of teachers are changed between 3000000 and 7000000 Rials. Cost Malmquist productivity index for these eighteen groups of teaching are showing in the following table:
In the above example, if $M_c$ and $M_e$ both of them are greater than one, then we will have progress and if $M_c$ and $M_e$ both of them are smaller than one, then we will have regress. But if $M_c$ is smaller than one and $M_e$ is greater than one, then we couldn’t say anything. (It depends on the view of manager). This paper explored the assessment of productivity index with interval data and using cost efficiency. The applicability of the methods in bank branch seems to be very useful and consistent with common sense of board of directory and managerial port of view. It seems MI can be assessed using revenue efficiency.
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