Invariance Properties of the Negative Binomial Lévy Process and Stochastic Self-similarity
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Abstract

We study the concept of self-similarity with respect to stochastic time change. The negative binomial process (NBP) is an example of a family of random time transformations with respect to which stochastic self-similarity holds for certain stochastic processes. These processes include gamma process, geometric stable processes, Laplace motion, and fractional Laplace motion. We derive invariance properties of the NBP with respect to random time deformations in connection with stochastic self-similarity. In particular, we obtain more general classes of processes that exhibit stochastic self-similarity properties. As an application, our results lead to approximations of the gamma process via the NBP and simulation algorithms for both processes.
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1 Introduction

A stochastic process $X(t)$ is called self-similar with index $H$ if for all $c > 0$ we have $X(c \cdot) \overset{d}{=} c^H X(\cdot)$, where $\overset{d}{=} \equiv$ stands for the equality of the finite dimensional distributions (see, e.g., [5]). This property shows the equivalence between argument scale change (time scale change) and the (value) space scale change. Many phenomena, such as stock market variability (see, e.g., [8]), are characterized by intrinsic time (operational time) that is stochastic when related to the objective time. Therefore, it is relevant to consider a random time change, understood as subordination to a family of non-negative, non-decreasing stochastic processes indexed by $c \geq 1$, whose expectations are given by $ct$. It was noted in [10] that the family of negative binomial Lévy processes with drift provide random time transformations with respect to which some stochastic processes have this form of self-similarity. In this work we investigate this further. In Section 2 we review the notion of stochastic self-similarity, which parallels the classical self-similarity, and study its relation to the negative binomial (NB) and gamma Lévy processes. In Section 3 we discuss more general classes of processes that exhibit stochastic self-similarity properties. Our results lead to approximations of the gamma process via the negative binomial process (NBP) and a new simulation algorithm of the gamma process, discussed in Section 4. For the convenience of the reader, we collect basic facts about the NBP in an appendix.

2 Stochastic self-similarity and invariance properties of the NBP

Let us start with a formal definition of self-similarity with respect stochastic time transformations. Let $T = \{T_c(t), t \geq 0\}, c \geq 1$, be a family of random time changes with $\mathbb{E}T_c(t) = ct$. Following [10], we say that a process $X(t), t \geq 0$, is stochastically self-similar with index $H$ with respect to $T$ if $X(T_c(\cdot)) \overset{d}{=} c^H X(\cdot)$ for each $c \geq 1$. Despite this apparently non-restrictive definition, the only currently known non-trivial examples of stochastic self-similar processes are those with respect to the NB time change (and their generalizations presented in Section 3).

Remark 2.1. This notion of stochastic self-similarity, which involves stochastic renormalization in time, is apparently unrelated to that considered in [7] and [21], which involves stochastic renormalization in space.

Recall that a negative binomial Lévy process (NBP) is a continuous time process $\{NB_p(t), t \geq 0\}$ starting at zero with independent and homogenous increments, where the lag-$t$ increments have a NB distribution with parameter
\[ p \in (0, 1), \text{ given by the characteristic function (ChF)} \]
\[ \phi_{NB_p}(t)(u) = \left( \frac{p}{1 - (1 - p)e^{iu}} \right)^t, \quad u \in \mathbb{R}, \quad (1) \]

and the probability mass function (PMF)
\[ P_{NB_p}(t)(k) = \binom{t + k - 1}{k} p^t (1 - p)^k, \quad k = 0, 1, 2, \ldots, \quad (2) \]

see [11]. Let
\[ T = \{ T_c(t) = t + NB_p(t), t \geq 0 \}, \quad c \geq 1, \quad (3) \]
where \( NB_p(t) \) is a NBP with parameter \( p = 1/c \), be a family of NB processes with drift. Since \( ET_c(t) = ct \), (3) is a family of stochastic time changes, referred to as the NB time changes. The following result appeared in [10].

**Proposition 2.2.** Let \( \Gamma(t), t \geq 0, \) be a standard gamma Lévy process. Then \( \Gamma(t) \) is stochastically self-similar with index \( H = 1 \) with respect to the family (3) of NB time changes.

The family (3) possess an interesting group property, given in the next result.

**Proposition 2.3.** If \( T_{c_1}(\cdot) \) and \( T_{c_2}(\cdot) \) are independent members of the family \( T \) given by (3), then
\[ T_{c_1} \circ T_{c_2}(\cdot) \overset{d}{=} T_{c_1c_2}(\cdot), \quad (4) \]
where \( \circ \) stands for the composition of two functions.

**Proof.** The ChF of \( T_c(t) \) is given by \( \phi_{c,t}(u) = e^{itu}[c + (1 - c)e^{iu}]^{-t} \). Since \( T_{c_1} \circ T_{c_2}(\cdot) \) and \( T_{c_1c_2}(\cdot) \) are both Lévy processes, it is enough to show that the ChF of \( T_{c_1} \circ T_{c_2}(1) \) is given by
\[ \phi(u) = \frac{e^{iu}}{c_1c_2 + (1 - c_1c_2)e^{iu}}, \quad (5) \]
Conditioning on \( T_{c_2}(1) \) produces
\[ \mathbb{E}\exp(iT_{c_1}(T_{c_2}(1))u) = \sum_{k=1}^{\infty} \left( \frac{e^{iu}}{c_1 + (1 - c_1)e^{iu}} \right)^k \left( \frac{c_2 - 1}{c_2} \right)^k \frac{1}{c_2 - 1} = \frac{1}{c_2 - 1} \frac{e^{iu}(c_2 - 1)}{c_2(c_1 + (1 - c_1)e^{iu}) - e^{iu}(c_2 - 1)}. \]

Since the last expression coincides with (5) the result follows. \( \square \)
Another interesting invariance property is obtained when a NBP is subject to an independent NB random time change.

**Proposition 2.4.** Let $\text{NB}_p(\cdot)$ be a NBP with parameter $p$, independent of a random time change $T_c(\cdot)$ belonging to the family (3). Then $\text{NB}_p \circ T_c(\cdot)$ is again a NBP process with parameter $1/(1 + c(1/p - 1))$.

**Proof.** By Proposition 5.1 (see appendix), the process $\text{NB}_p(t)$ can be written as $N(\Gamma(t))$ where $N(\cdot)$ is a Poisson process with $\lambda = q/p$ and $\Gamma(t)$ is a standard gamma process. By Proposition 2.2, $\Gamma(T_c(\cdot)) \overset{d}{=} c\Gamma(\cdot)$, so that $\text{NB}_p \circ T_c(\cdot) \overset{d}{=} N(c\Gamma(\cdot)) = \tilde{N}(\Gamma(\cdot))$, where $\tilde{N}$ is a Poisson process with intensity $cq/p$. However, $cq/p = (1 - \tilde{p})/\tilde{p}$ when $\tilde{p} = 1/(1 + c(1/p - 1))$. \hfill $\square$

Although the composition of negative binomial processes is not a group operation within the class of negative binomial processes, it leads to the following invariance relation.

**Corollary 2.5.** Let $\text{NB}_{p_1}$, $\text{NB}_{p_1}$, and $\text{NB}_{p_2}$ be three independent NBPs with parameters $p_1$, $p_1$, and $p_2$, respectively. Then the process $\text{NB}_{p_1} \circ \text{NB}_{p_2}(\cdot) + \tilde{\text{NB}}_{p_1}(\cdot)$ is also a NBP with parameter $\tilde{p} = p_1p_2/(p_1p_2 + (1 - p_1))$.

**Proof.** As always in the case of Lévy processes it is enough to consider one dimensional distributions. By Proposition 2.4, we have
\[
\text{NB}_{\tilde{p}}(1) = \text{NB}_{p_1}(1 + \text{NB}_{p_2}(1)) = \text{NB}_{p_1}(1 + \text{NB}_{p_2}(1)) - \text{NB}_{p_1}(\text{NB}_{p_2}(1)) + \text{NB}_{p_1}(\text{NB}_{p_2}(1)) = \Delta \text{NB}_{p_1}(1) + \text{NB}_{p_1} \circ \text{NB}_{p_2}(1),
\]
where the last equality serves as the definition of $\Delta \text{NB}_{p_1}(1)$. Next, by the independence and homogeneity of the increments, for each $A, B \subset \mathbb{R}$ we have
\[
\mathbb{P}(\Delta \text{NB}_{p_1}(1) \in A, \text{NB}_{p_1} \circ \text{NB}_{p_2}(1) \in B) = \mathbb{E}\left(\mathbb{P}(\Delta \text{NB}_{p_1}(1) \in A, \text{NB}_{p_1} \circ \text{NB}_{p_2}(1) \in B | \text{NB}_{p_2}(1))\right) = \mathbb{P}(\text{NB}_{p_1}(1) \in A) \cdot \mathbb{E}\left(\mathbb{P}(\text{NB}_{p_1}(\text{NB}_{p_2}(1)) \in B | \text{NB}_{p_2}(1))\right) = \mathbb{P}(\text{NB}_{p_1}(1) \in A) \cdot \mathbb{P}(\text{NB}_{p_1} \circ \text{NB}_{p_2}(1) \in B),
\]
which shows that $\text{NB}_{\tilde{p}}(\cdot)$ has the representation (6). \hfill $\square$

The following stability property of the gamma process with respect to the composition with the NBP is used in Section 4, where it is applied to approximate the gamma process. It allows for a decomposition of a gamma process into two independent components, of which one is negligible while the other involves a standard gamma process evaluated only at integer values of $\text{NB}_p(t)$. 
Proposition 2.6. Let $\tilde{\Gamma}(\cdot)$ and $\Gamma(\cdot)$ be independent standard gamma processes, which are also independent of a negative binomial process $\text{NB}_p(\cdot)$. Then for each $p \in (0, 1)$,

$$\Gamma(\cdot) \overset{d}{=} p \cdot \Gamma(\cdot) + p \cdot \tilde{\Gamma} \circ \text{NB}_p(\cdot). \quad (7)$$

Proof. By the stochastic self-similarity of the gamma process expressed in Proposition 2.2, we have $\Gamma(\cdot) \overset{d}{=} p \cdot \Gamma \circ T_{1/p}(\cdot)$. Since the processes on both the sides of (7) are Lévy, we just need to show that

$$p \cdot \Gamma(1 + \text{NB}_p(1)) \overset{d}{=} p \cdot \Gamma(1) + p \cdot \tilde{\Gamma}(\text{NB}_p(1)).$$

This follows from the independence and homogeneity of increments of the gamma process, and the proof is similar to that of Corollary 2.5. \qed

3 A generalization

The proof of Proposition 2.3 is based on the fact that the family of probability generating functions of geometric random variables forms a commutative group. More precisely, for $p \in (0, 1)$ let $T_{1/p}$ be a geometric random variable with mean $1/p$ and the probability generating function (PGF)

$$H_p(s) = \mathbb{E}s^{T_{1/p}} = \frac{ps}{1 - (1 - p)s}, \quad s \in [0, 1).$$

One can easily check that for each $p_1, p_2$ in $(0, 1)$ we have

$$H_{p_1} \circ H_{p_2}(s) = H_{p_1}(H_{p_2}(s)) = H_{p_2}(H_{p_1}(s)) = H_{p_1p_2}(s), \quad s \in [0, 1).$$

We can write the above property of the PGFs in the language of random variables: a geometric convolution of IID geometric random variables is again geometric, that is

$$\sum_{k=1}^{\infty} T_{c_2,k} \overset{d}{=} T_{c_1c_2}, \quad c_1, c_2 \in (1, \infty), \quad (8)$$

where the $\{T_{c_2,k}\}$ are IID copies of the (geometric) variable $T_{c_2}$, independent of $T_{c_1}$.

This suggest the following generalization. Consider a family $\{N_p, p \in (0, 1)\}$ of infinitely divisible random variables taking non-negative integer values, and define a class of processes

$$\{T_{1/p}(t) = t + N_p(t), t \geq 0\}, \quad p \in (0, 1), \quad (9)$$

denoting, as before, $T_{1/p} = T_{1/p}(1)$. Then we have the following analog of Proposition 2.3 with the same proof.
Proposition 3.1. If (9) is a family of Lévy processes with drift and the PGFs corresponding to the variables $T_{1/p}(1)$ form a commutative group, then the group property (4) holds.

Proof. Since both $T_{c_1} \circ T_{c_2}(\cdot)$ and $T_{c_1c_2}(\cdot)$ are Lévy processes, it is enough to show the equality in distribution for $t = 1$. To this end, note that the PGF of $T_{c_1} \circ T_{c_2}(1)$ is

$$E_s^{T_{c_1}(T_{c_2}(1))} = \sum_{k=1}^{\infty} [G_{1/c_1}(s)]^k \mathbb{P}(T_{c_2}(1) = k) = G_{1/c_2}(G_{1/c_1}(s)) = G_{1/c_1c_2}(s),$$

which is the PGF of $T_{c_1c_2}(1)$. This completes the proof. \qed

Next, consider any family \( \{N_p, p \in (0,1)\} \) of random variables taking non-negative integer values such that the PGFs corresponding to the variables $N_p + 1$ form a commutative group. For each $k \in \mathbb{N}$ let

$$N_p^{(k)} = kN_p(1/k), \quad p \in (0,1),$$

where $N_p(1/k)$ is the $1/k$-lag increment of the Lévy process corresponding to $N_p$. These variables are again infinitely divisible, and lead to a class of Lévy processes $\{N_p^{(k)}(t), t \geq 0\}$, where $p \in (0,1)$ and $k \in \mathbb{N}$. For each fixed $k \in \mathbb{N}$, we have the corresponding class of processes with drift,

$$\{T_{1/p}^{(k)}(t) = t + N_p^{(k)}(t), t \geq 0\}, \quad p \in (0,1), \quad (10)$$

and the PGFs $H_p^{(k)}(\cdot)$ corresponding to the variables $T_{1/p}^{(k)} = T_{1/p}^{(k)}(1), p \in (0,1)$, form a commutative group. That is, for each $p_1, p_2 \in (0,1)$ we have

$$H_{p_1}^{(k)} \circ H_{p_2}^{(k)}(s) = H_{p_1}^{(k)}(H_{p_2}^{(k)}(s)) = H_{p_2}^{(k)}(H_{p_1}^{(k)}(s)) = H_{p_1p_2}^{(k)}(s), \quad s \in [0,1].$$

Note that the distributions of $N_p^{(k)}$ and $T_{1/p}^{(k)}$ are supported on the sets of integers $\{0,k,2k,\ldots\}$ and $\{1,k+1,2k+1,\ldots\}$, respectively. In addition, whenever the expected values of $T_{1/p}^{(k)}$ and $T_{1/p}$ are finite, they coincide (and are equal to $1/p$ in the geometric case).

We now derive a Lévy process that is stochastically self-similar with respect to the family $\{T_c(t), t \geq 0\}$, $c \geq 1$. Here, we shall assume the convergence $pN_p \xrightarrow{d} Z$ as $p$ approaches zero, where $Z$ is a non-negative random variable with the Laplace transform $\psi(\cdot)$. Observe that the group property of the processes $T_c$ leads to random stability of the distribution of $Z$. To see this, divide both sides of (8) by $c_2$ and let $c_2$ increase without bound. Since $T_{c_2}/c_2 = (N_{1/c_2} - 1)/c_2$ approaches $Z$, we obtain

$$\sum_{k=1}^{T_c} Z_k \xrightarrow{d} cZ, \quad c > 1, \quad (11)$$
where the \( \{Z_k\} \) are IID copies of \( Z \). Writing the above in terms of Laplace transforms, we obtain \( H_c(\psi(s)) = \psi(\alpha s), \quad s \in [0,1) \), where \( H_c(u) \) is the PGF of \( T_c \). Equivalently, denoting \( r = \psi(s) \), we have \( H_c(r) = \psi(c\psi^{-1}(r)) \), a functional equation that arises in the theory of branching processes when \( \mathbb{E}T_c = c \) (where \( Z \) corresponds to the limiting distribution of the population size). (More details on this connection and relation of this equation to random stability can be found in [3].) Since \( Z \) is a weak limit of infinitely divisible variables, it is itself infinitely divisible, and defines a Lévy process \( \{Z(t), t \geq 1\} \), whose lag-1 increment has the same distribution as \( Z \). Now, the stability property \( (11) \) implies that this process is stochastically self-similar (with index \( H = 1 \)) with respect to the family \( \{T_c(t), t \geq 0\}, \quad c \geq 1 \). Indeed, we have

\[
Z(T_c(1)) = \sum_{k=1}^{T_c(1)} [Z(k) - Z(k - 1)] \overset{d}{=} cZ(1),
\]

where \( Z(k) - Z(k - 1) \overset{d}{=} Z(1) \overset{d}{=} Z \), so that the (Lévy) processes \( \{Z(T_c(t)), t \geq 0\} \) and \( \{cZ(t), t \geq 0\} \) have the same finite dimensional distributions.

**Remark 3.2.** Note that in the case of geometric variables \( N_p \) the limiting distribution \( Z \) is standard exponential with the Laplace transform \( \psi(s) = 1/(1 + s) \). The stability properties of exponential variables with respect to geometric compounding were discussed by Arnold [1]. The corresponding family \( \{N_p^{(k)}, p \in (0,1)\} \) consists on negative binomial variables re-scaled by \( k \), that is \( N_p^{(k)} \overset{d}{=} kNB_p(1/k) \). Here, as \( p \) approaches zero, for each integer \( k \geq 1 \) we have the convergence \( pN_p^{(k)} \overset{d}{\to} Z^{(k)} \), where \( Z^{(k)} \) is a non-negative random variable with the Laplace transform \( [\psi(\alpha s)]^{1/k} \). This variable has the representation \( Z^{(k)} \overset{d}{=} kZ(1/k) \), where \( Z(\cdot) \) is the marginal distribution of the Lévy process above, and, in the case of geometric \( N_p \), has a gamma distribution with shape parameter \( 1/k \) and scale parameter \( k \) (so that its mean is equal to 1). This distribution admits the stability property \( (11) \), were the (random) number of terms in the summation is \( T_c^{(k)} \) (see [3], and also [18, 19], where this distribution is referred to as Harris law). The Lévy process whose lag-1 increments have the same distribution as \( Z^{(k)} \) are stochastically self-similar (with index \( H = 1 \)) with respect to the family \( \{T_c^{(k)}(t), t \geq 0\}, \quad c \geq 1 \).

**Remark 3.3.** Note that for any \( \alpha \in (0,1] \) the random variable \( Z_\alpha \) with the Laplace transform \( \psi_\alpha(s) = \psi(s^\alpha) \), where \( \psi(\cdot) \) is the Laplace transform of \( Z \), is infinitely divisible. This follows from the stochastic representation \( Z_\alpha \overset{d}{=} Z^{1/\alpha}S_\alpha \), where \( S_\alpha \) is a stable subordinator – a positive random variable with the Laplace transform \( \exp(-s^\alpha) \). Since both \( Z \) and \( S_\alpha \) are infinitely divisible, so is the mixture above (see [6], Property (e), XVII.4). Further, the variables
$Z_\alpha$ have the stability property with respect to the same family as the $\{Z_k\}$,

$$
\sum_{k=1}^{T_c} Z_{\alpha,k} \overset{d}{=} c^{1/\alpha} Z_\alpha, \quad p_1 \in (0, 1),
$$

(12)

where the $\{Z_{\alpha,k}\}$ are IID copies of $Z_\alpha$. This is most easily seen by expressing (12) in terms of the Laplace transforms, $H_c(\psi_\alpha(s)) = \psi_\alpha(sc^{1/\alpha})$. This implies that the corresponding Lévy process $\{Z_\alpha(t), t \geq 0\}$, whose lag-1 increments are distributed as $Z_\alpha$, is stochastically self-similar with index $H = 1/\alpha$ with respect to the family $\{T_c(t), t \geq 0\}, c \geq 1$. If $Z$ is exponential, then $Z_\alpha$ has a Mittag-Leffler distribution (see [16]), which belongs to a more general class of geometric stable laws (see, e.g., [12]). These are exponential scale mixtures of general stable laws.

Remark 3.4. It is easy to see that if $\{X(t), t \geq 0\}$ is any self-similar process with index $H$ and $\{Z(t), t \geq 0\}$ is an independent Lévy process that is stochastically self-similar with index $H'$ with respect to a family $T = \{T_c(t), t \geq 0\}_{c \geq 1}$, then the subordinated process $\{Y(t) = X(Z(t)), t \geq 0\}$ is again stochastically self-similar with index $HH'$ with respect to the same family. When $X(t)$ is a Brownian motion and $Z(t)$ is a gamma process, we obtain the Laplace motion discussed in [9], which plays an important role in mathematical finance (where it is known as the variance-gamma process, see [4], [13], [14], [20]). Similarly, a process with correlated increments, termed a fractional Laplace motion by Kozubowski et al. [10] and Meerschaert et al. [15], is obtained by subordinating a fractional Brownian motion to the gamma process. Other stochastic self-similar processes can be obtained similarly by subordinating stable processes either to the gamma process or other Lévy process $Z(t)$ (or $Z_\alpha(t)$) discussed above.

4 Approximating the gamma process

The geometric distribution plays a similar role among discrete laws as the exponential distribution does among continuous distributions. Moreover, if $G_p$ is a geometric random variable then as $p$ decreases to zero the variables $p \cdot G_p$ converge in distribution to the standard exponential variable. Analogous relations hold between the Lévy motions generated by these distributions, i.e. between the NBP and the gamma process. We discuss such asymptotic schemes below. Our first result shows that rescaling a NBP leads to a gamma process in the limit.

Theorem 4.1. As $p \to 0$, the finite dimensional distributions of $p \cdot NB_p(\cdot)$ converge to those of the standard gamma process.
Proof. For Lévy processes it is enough to demonstrate the convergence of one dimensional distributions. This can be best seen from the ChFs. Indeed, we have
\[
\lim_{p \to 0} \phi_{p \cdot \text{NB}_p(t)}(u) = \lim_{p \to 0} \left( \frac{1}{e^{ipu} - (e^{ipu} - 1)/p} \right)^t = \left( \frac{1}{1 - iu} \right)^t,
\]
which is the ChF of \( \Gamma(t) \).

Lemma 4.2. Let \( L \) be a logarithmic random variable given by the PMF (17), and let \((E_k)_{k \in \mathbb{N}}\) be a sequence of standard exponential random variables, independent of \( L \). Then the PDF and the ChF of the random sum \( X = \sum_{k=1}^{L} E_k \) are given by
\[
f_X(x) = \frac{e^{-x} - e^{-px}}{x \log p}, \quad x > 0,
\]
and
\[
\phi_X(u) = \frac{\log(p - iu) - \log(1 - iu)}{\log p}, \quad u \in \mathbb{R},
\]
respectively.

Proof. Conditioning on \( L \) leads to
\[
f_X(x) = -\frac{1}{\log p} \sum_{k=1}^{\infty} \frac{1}{(k - 1)!} x^{k-1} q^k e^{-x} = -\frac{1}{\log p} \sum_{k=1}^{\infty} \frac{(xq)^k}{k!} e^{-x} = \frac{e^{-x} - e^{-px}}{x \log p}.
\]
(13)
The derivation of the ChF is similar.

The stability property of Proposition 2.6 has an equivalent compound negative binomial representation discussed in our next result.

Proposition 4.3. Let \( E_k \) be a sequence of standard exponential random variables, independent of a standard gamma process \( \Gamma(\cdot) \). Then
\[
\Gamma(\cdot) \overset{d}{=} p \cdot \Gamma(\cdot) + p \sum_{k=1}^{\text{NB}_p(\cdot)} E_k.
\]
Moreover, if \( Y_p(\cdot) = \sum_{j=1}^{N(t)} X_j \) is a compound Poisson process, where \( N(t) \) is a Poisson process with intensity \( \lambda = -\log p \) and the \( \{X_j\} \) are IID with distribution given in Lemma 4.2 and independent of the gamma process \( \Gamma(\cdot) \), then \( \Gamma(\cdot) \overset{d}{=} p \left( \Gamma(\cdot) + Y_p(\cdot) \right) \).

This leads to the following result.
Theorem 4.4. In the notation of Proposition 4.3, as \( p \to 0 \), the finite dimensional distributions of the processes

\[
pN \sum_{j=1}^{N(\cdot)} X_j \quad \text{and} \quad p \sum_{k=1}^{\text{NB}_p(\cdot)} E_k
\]

converge to those of a standard gamma process \( \Gamma(\cdot) \).

Proof. Let \( Z_p(\cdot) = p \Gamma(\cdot) \), \( X_p(\cdot) = p \sum_{i=1}^{N(\cdot)} X_i \), and \( Y_p(\cdot) = \sum_{i=1}^{\text{NB}_p(\cdot)} E_i \). By Proposition 4.3, \( \Gamma_p(\cdot) = Z_p(\cdot) + X_p(\cdot) \) is a gamma process and \( U_p(\cdot) = X_p(\cdot) - \Gamma_p(\cdot) \) converges to zero (in the sense of convergence of finite dimensional distributions). Thus, the finite dimensional distributions of \( X_p(\cdot) = U_p(\cdot) + \Gamma_p(\cdot) \) converge to the distributions of a gamma process. The same argument applies to \( Y_p(\cdot) \).

The above results lead to an approximate method of simulating gamma processes using the NBP with a small value of \( p \), which provides an alternative over the existing methods (see, e.g., [2, 17, 20]). The simplest approach is to use Theorem 4.1 and approximate the gamma process by a rescaled NBP. This leads to a process where the values of the jumps are multiplicities of \( p \). Continuous values of jumps can be obtained using the second approximation provided by Theorem 4.4, along with one of the algorithms of simulating the NBP described in [11].

5 Appendix

Here we present different representations of the NBP, discussed in [11].

Proposition 5.1. Let \( NB(t) \) be a stochastic process. The following conditions are equivalent:

(i) \( NB_p(t) \) is a Lévy process corresponding to the geometric distribution given by the PMF

\[
P(k; p) = p(1 - p)^k, \quad k = 0, 1, \ldots
\]

(ii) \( NB_p(t) \) is a Poisson process \( \{N(t), t \geq 0\} \) with intensity \( \lambda = (1 - p)/p \) subordinated to a standard gamma process \( \{\Gamma(t), t \geq 0\} \),

\[
NB(t) = N(\Gamma(t)).
\]

(iii) \( NB_p(t) \) is a compound Poisson process, that is

\[
NB_p(t) = X_1 + \cdots + X_{N(t)},
\]

\[\text{PROOF}\]
where \( \{N(t), t \geq 0\} \) is a Poisson process with intensity \( \lambda = -\log p \) and the \( \{X_i\} \) have the logarithmic distribution given by the PMF

\[
P(k; p) = \frac{(1 - p)^k}{k \log p}, \quad k \in \mathbb{N}.
\] (17)

It follows that the NBP is an integer valued, non-decreasing, and consequently a pure jump process, whose mean and variance are linear in \( t \),

\[
\mathbb{E}\text{NB}_p(t) = t \cdot (1 - p)/p \quad \text{and} \quad \text{VarNB}_p(t) = t \cdot (1 - q)/p^2.
\]

Moreover, the ChF of the NBP admit the Lévy-Khintchine representation

\[
\phi_{\text{NB}_p(t)}(u) = \exp \left( t \int (e^{ixu} - 1) d\Lambda(x) \right),
\]

where the Lévy measure \( \Lambda \) is discrete and given by \( \Lambda = \sum_{k=1}^{\infty} \frac{(1-p)^k}{k} \delta_{\{k\}} \).
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