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Abstract

In this note, stochastic comparisons of reliability measures and related functions are presented. Inequalities for uncertainty of a residual life distribution and certain modified cross-entropy or discrimination information measures under weighted models are established. Comparisons of the expected uncertainty about the remaining lifetime of a component for weighted conditional distributions and unweighted conditional distributions are presented.
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1 Introduction

Weighted distributions in general and length-biased distributions in particular, are of tremendous practical importance in a wide variety of areas in probability and statistics. Length-biased sampling is widely used for the collection and analysis of wildlife data (Patil and Rao, 1978), fiber data (Daniels, 1942) or lifetime data (Zelen and Feinleib, 1969, Gupta and Keating, 1985). A variety of methods have been developed for the estimation of the survival function, density function and other related functions under length-biased sampling. See Vardi 1982, 1985; Bhattacharyya et al, 1988; and references therein.
This paper is concerned with the establishment of stochastic inequalities and bounds for reliability and uncertainty measures when the underlying models are weighted and length-biased. Let $X$ be a non-negative random variable with distribution function $F$, survival function $\overline{F}$ and probability density function (pdf) $f$. The weighted random variable $X_w$ has a survival function given by

$$G_W(x) = \frac{F(x)(W(x) + T_F(x))}{E_F(W(X))},$$

where $T_F(x) = \int_0^\infty (\overline{F}(u)W'(u)du)/\overline{F}(x)$, and $W'(u) = dW(u)/du$, assuming that $W(x)\overline{F}(x) \to 0$ as $x \to \infty$. The corresponding probability density function (pdf) of the weighted random variable $X_w$ is given by

$$g_w(x) = \frac{W(x)f(x)}{\delta^*},$$

where $\delta^*$ is a normalizing constant. Note that $0 < \delta^* = E_F(W(X)) < \infty$. Patil and Rao (1978) referred to (2) as a weighted distribution with weight function $W(x) \geq 0$. The purpose of this note is to obtain inequalities and compare reliability and uncertainty measures for weighted distributions. Section 2 is concerned with some basic definitions and utility notions. In section 3, stochastic comparisons and orderings involving reliability functions are presented. Section 4 is concerned with inequalities for uncertainty measures in weighted distributions. Results for modified cross-entropy or discrimination information measures are presented. It is shown that the expected uncertainty contained in the conditional distribution of $X_w - t$ given $X_w > t$, about the remaining lifetime of the component for monotone weight functions is larger than the expected uncertainty in the conditional distribution of $X - t$ given $X > t$, about the remaining lifetime of the component for sampling under the unweighted distribution. In section 5, some applications and examples are presented.

## 2 Some Definitions and Utility Notions

In this section, I present some definitions and useful notions. Let $\mathcal{F}$ be the set of absolutely continuous distribution functions satisfying

$$F(0) = 0, \lim_{x \to \infty} F(x) = 1, \sup\{x : F(x) < 1\} = \infty.$$  \hfill (3)

Note that if the mean of a random variable with distribution function in $\mathcal{F}$ is finite, it is positive. Let $\overline{F}(x)$ and $\overline{G}(x)$ be the survival functions of the random variables $X$ and $Y$ respectively.

**Definition 2.1** If $X$ and $Y$ are in $\mathcal{F}$, then $X$ is said to be larger than $Y$ in (i) stochastic ordering ($X \geq_{st} Y$) if $\overline{F}(x) \geq \overline{G}(x)$ for all $x \geq 0$; (ii) $D$ ordering
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\[(X \geq_Y Y) \text{ if } \limsup_{x \to \infty} \frac{F(x)}{G(x)} < \infty,\]

or equivalently, if \(F(x) \leq kG(x)\) for all \(x \geq 0\), and some \(k \geq 1\).

The following definition is due to Basu and Ebrahimi [1]. The authors studied and developed analytical properties for this class of life distributions.

**Definition 2.2** A life distribution \(F\) is \(k\)-harmonic new better than used in expectation (\(k\)-HNBUE) if

\[
\frac{(\mu^k/t) \int_0^t \delta^{-k}_F(x)dx}{t \int_0^t \delta^{-k}_F(x)dx} \geq 1
\]

for all \(t > 0\), where \(k \geq 1\), \(\mu_F = \int_0^\infty F(y)dy\), and \(\delta_F(x) = \int_x^\infty F(y)dy/F(x)\) is the mean residual life function of a distribution function \(F\). The inequality is reversed for \(k\)-harmonic new worst than used in expectation (\(k\)-HNWUE).

In the next definition, we give an ordering of the life distributions \(F\) and \(G\). This definition is used in section 3 to compare and order the distribution function \(F\) and the weighted or sampling distribution function \(G_W\).

**Definition 2.3** Let \(F\) and \(G\) be life distribution functions with mean residual life functions \(\delta_F\) and \(\delta_G\) respectively. We say \(F\) is \(k\)-harmonic mean residual life average dominated by \(G\) if

\[
\{t^{-1} \int_0^t \delta_F^{-k}(x)dx\}^{-1} \geq \{t^{-1} \int_0^t \delta_G^{-k}(x)dx\}^{-1}
\]

for all \(t > 0\) and \(k \geq 1\), \(\delta_F(x) = \int_x^\infty F(y)dy/F(x)\) is the mean residual life function of a distribution function \(F\). The inequality is reversed for \(G\) \(k\)-harmonic mean residual life average (\(k\)-HMRLA) dominated by \(F\).

**Definition 2.4** A random variable \(X\) with distribution function \(F\) is said to be decreasing hazard rate (DHR) if and only if \(F(x+t)/F(x)\) is increasing in \(x \geq 0\), for every \(t \geq 0\).

### 3 Some Comparisons and Orderings of Reliability Measures

Let \(f_w\) and \(g_w\) be two non-negative functions, possibly weighted probability density functions that are integrable with respect to a \(\sigma\)-finite measure \(\eta\). A natural and common approach to tail ordering of distribution functions \(F\) and \(G\) with probability density functions (pdf) \(f\) and \(g\) respectively is concerned
with the rate at which the density tends to zero at infinity. A pdf $f$ is said to have a lighter tail than a pdf $g$ if $f(x)/g(x) \to 0$ as $x \to \infty$. Let $g_l$ and $g_W$ be the length-biased and weighted probability density functions respectively. The length-biased probability density function is a weighted probability density function with weight function $W(x) = x$. The corresponding length-biased reliability function is given by

$$G_l(x) = F(x)V_F(x)/\mu_F,$$  \hfill (6)

where $V_F(x) = E(X|X > x)$ is the vitality function. Note that $f(x)/g_l(x) = \mu_F/x \to 0$ as $x \to \infty$. That is, the length-biased distribution has heavier tail than the original distribution. Indeed

$$G_l(x) \geq F(x) \quad (7)$$

for all $x \geq 0$.

**Theorem 3.1** Let $g_W(x) = W(x)f(x)/\delta^*$ be a weighted pdf with increasing weight function $W(x) \geq 0$. Then $G_W(x) \geq F(x)$ and

$$\limsup_{x \to \infty} \frac{F(x)}{G_W(x)} < \infty,$$  \hfill (8)

where $G_w(x) = (\delta^*)^{-1} \int_x^\infty W(y)f(y)dy$, $0 < \delta^* = E(W(X)) < \infty$.

**Proof:** Let $W(x)$ be increasing in $x \geq 0$. Then

$$G_w(x) = \frac{F(x)E[W(X)|X > x]}{E(W(X))} \geq F(x) \quad (9)$$

for all $x \geq 0$, that is $G_w(x)$ and $F(x)$ are stochastically ordered. This implies that for some $k \geq 1$,

$$kG_w(x) \geq F(x)$$

for all $x \geq 0$.

Equivalently,

$$\limsup_{x \to \infty} \frac{F(x)}{G_w(x)} < \infty,$$

for all $x \geq 0$.

**Theorem 3.2** Let $G_w$ be a weighted distribution function with increasing weight function $W(x) \geq 0$. If $F$ is $k$-HNWUE then

$$\{t^{-1} \int_0^t \delta_F^{-k}(x)dx\}^{-1} \geq \mu^{-k} \quad (10)$$

and $G_w$ is $k$-HMRLA dominated by $F$ for $t > 0$ and $k \geq 1$. 
Proof: Let $W(x)$ be increasing, then $\lambda_{G_w}(x) \leq \lambda_F(x)$ and $\delta_{G_w}(x) \geq \delta_F(x)$ for all $x \geq 0$, where $\lambda_F(x) = f(x)/F(x)$. Clearly, $\delta_{G_w}^k(x) \leq \delta_F^k(x)$ for all $x \geq 0$ and $k \geq 1$, so that

$$\{t^{-1} \int_0^t \delta_{G_w}^{-k}(x) dx\}^{-1} \geq \{t^{-1} \int_0^t \delta_F^{-k}(x) dx\}^{-1} \geq \mu^{-k},$$

for $t > 0$ and $k \geq 1$. Consequently, $G_w$ is $k$-HMRLA dominated by $F$.

**Theorem 3.3** Let $G_w$ be a weighted distribution function with increasing weight function $W(x)$, $x \geq 0$. If $G_w$ is $k$-HMRLA dominated by $F$, then $G_w$ is $(k + 1)$-HMRLA dominated by $F$ for $0 < t \leq 1$ and $k \geq 1$.

**Proof:** Let $W(x)$ be increasing in $x$. For $0 < t \leq 1$, we have

$$t^{-1} \int_0^t \delta_F^{-(k+1)}(x) dx = t^{-1} \int_0^t \{\delta_F^{-k}(x)\}^{(k+1)/k} dx$$

$$\geq t^{-1} \int_0^t \{\delta_F^{-k}(x)\}^{(k+1)/k}(1/t)^{1/k}$$

$$= \{t^{-1} \int_0^t \delta_F^{-k}(x) dx\}^{(k+1)/k}$$

$$\geq \{t^{-1} \int_0^t \delta_{G_w}^{-k}(x) dx\}^{(k+1)/k}$$

$$\geq t^{-1} \int_0^t \delta_{G_w}^{-(k+1)}(x) dx. \hspace{1cm} (13)$$

The first inequality is due to Holder’s inequality. The second inequality follow from the fact that $W(x)$ is increasing in $x$, so that $\delta_{G_w}(x) \geq \delta_F(x)$ for all $x \geq 0$, and $0 < t \leq 1$. The third inequality is trivial.

Consequently,

$$\{t^{-1} \int_0^t \delta_{G_w}^{-(k+1)}(x) dx\}^{-1} \geq \{t^{-1} \int_0^t \delta_F^{-(k+1)}(x) dx\}^{-1}. \hspace{1cm} (14)$$

### 4 Comparison for Uncertainty Measures

In this section, stochastic comparisons and inequalities for uncertainty and reliability measures are established. Consider two probability spaces $(\Omega, \Phi, \nu_1)$ and $(\Omega, \Phi, \nu_2)$ such that the probability measures $\nu_1$ and $\nu_2$ are absolutely continuous with respect to $\eta$. Let $\eta$ be a probability measure defined on $\Phi$ and equivalent to $\nu_1$ and $\nu_2$. Suppose $f_1(x)$ and $f_2(x)$ are Radon-Nikodym derivatives of $\nu_1$ and $\nu_2$ with respect to $\eta$. The basic uncertainty for a distribution function $F$ is the differential commonly referred to as the Shannon information measure [8] given by

$$I(f) = -\int_0^\infty f(x) \log(f(x)) dx. \hspace{1cm} (15)$$
The cross-entropy (Guiasu[5]) is
\[ I(f_1, f_2) = \int_{\Omega} \log(f_1(x)/f_2(x))f_1(x)dn(x). \] (16)

We define cross-entropy or discrimination information for residual life distribution of a component as
\[ I^*(f_1, f_2; t) = \int_t^\infty f_1(x)\log(f_1(x)/f_2(x))dx, \] (17)
and
\[ I(f_1, f_2; t) = \int_t^\infty \frac{f_1(x)}{F_1(t)}\log\left(\frac{f_1(x)/F_1(t)}{f_2(x)/F_2(t)}\right)dx. \] (18)

The uncertainty of a residual life distribution of a component is given by
\[ I(f; t) = \int_t^\infty \frac{f(x)}{F(t)}\log(f(x)/F(t))dx 
= -(F(t))^{-1} \int_t^\infty f(x)\log(f(x)/F(t))dx. \] (19)

\(I(f; t)\) can be rewritten as
\[ I(f; t) = \log(F(t)) - (F(t))^{-1} \int_t^\infty f(x)\log(f(x))dx. \] (20)

The definition given by (19) is due to Ebrahimi and Pellerey [4]. \(I(f; t)\) measures the expected uncertainty about the predictability of the remaining lifetime of the component in the conditional density of \(X - t\) given \(X > t\). 

**Theorem 4.1** Let \(f_w\) and \(g_w\) be two weighted probability density functions with weight function \(W(x) \geq 0\). If \(g_w(x) \geq f_w(x)\) for all \(x \geq 0\), then
\[ D_1(f_w, g_w; t) \geq I^*(f_w, g_w; t) \quad \text{for all} \quad t \geq 0, \] (21)
where \(D_1(f_w, g_w; t) = \int_t^\infty |g_w(x) - f_w(x)|dx\) and \(I^*(f_w, g_w; t)\) is given by (17).

**Proof:** Note that
\[
D_1(f_w, g_w; t) = \int_t^\infty |g_w(x) - f_w(x)|dx \\
= -\int_t^\infty (f_w(x) - g_w(x))dx \\
= -\int_t^\infty f_w(x)(1 - g_w(x)/f_w(x))dx \\
\geq -\int_t^\infty f_w(x)(\log(g_w(x)/f_w(x)))dx,
\] (22)
where the last inequality follows from \(\ln(y) \geq 1 - (1/y)\) for \(y \geq 0\).

Similarly,
\[ D_1(f_w, g_w; t) \geq I^*(g_w, f_w; t), \quad \text{for all} \quad t \geq 0. \] (23)
Theorem 4.2 Let \( g_w(x) = W(x)f(x)/E(W(X)) \), \( 0 < E(W(X)) < \infty \). If \( W(x) \) is increasing, and \( F \) or \( G_w \) are DHR, then
\[
I(g_w; t) \geq I(f; t), \quad \text{for all} \ t \geq 0,
\]
where \( I(f; t) \) is given by (19).
Proof: Let \( W(x) \) be increasing in \( x \), then \( g_w(x)/f(x) = W(x)/E(W(X)) \) is an increasing function of \( x \). Using the fact that \( F \) or \( G_w \) are DHR, we have
\[
g_w(x)/G_w(x) \leq f(x)/F(x)
\]
for all \( x \geq 0 \) and
\[
G_w(x) \geq F(x)
\]
for all \( x \geq 0 \). It follows that
\[
\frac{G_w(t)}{F(t)} \geq \frac{\int_t^\infty g_w(x)\log(g_w(x)/G_w(t))dx}{\int_t^\infty f(x)\log(f(x)/F(t))dx}
\]
and
\[
I(g_w; t) \geq I(f; t), \quad \text{for all} \ t \geq 0.
\]

The last theorem compares the expected uncertainty contained in the conditional distribution of \( X_w - t \) given \( X_w > t \), about the remaining lifetime of the component when sampling is done unknowingly from the weighted distribution as opposed to the unweighted distribution.

Theorem 4.3 Let \( X_w \) and \( Y_w \) be two weighted random variables with distribution functions \( F_w \) and \( G_w \) respectively. If \( F_w \) or \( G_w \) are DHR then
\[
I(f_w, g_w; t) \geq I^*(f_w, g_w; t)
\]
for all \( t \geq 0 \), where \( I(f_w, g_w; t) \) and \( I^*(f_w, g_w; t) \) are given above.
Proof: Note that
\[
I(f_w, g_w; t) = \int_t^\infty f_w(x)\log\left(\frac{f_w(x)/F_w(t)}{(g_w(x)/G_w(t))}\right)dx
\]
\[
\quad \geq (F_w(t))^{-1} \int_t^\infty f_w(x)\log\left(\frac{f_w(x)}{g_w(x)}\right)dx.
\]
The last inequality follows from the assumption of DHR which implies stochastic order between \( F_w \) and \( G_w \), so that \( \log(G_w(t)/F_w(t)) \geq 0 \), for all \( t \geq 0 \).
Consequently,
\[
I(f_w, g_w; t) \geq I^*(f_w, g_w; t) \quad \text{for all} \ t \geq 0.
\]
Theorem 4.4. Let $g_{W_i}(x) = \frac{W_i(x)f(x)}{E(W_i(X))}$, and $0 \leq \alpha_i = E(W_i(X)) \leq \infty$, $i = 1, 2$. If $\frac{W_2(x)}{W_1(x)}$ is increasing in $x$, and $G_{W_1}$ or $G_{W_2}$ are DHR then

$$I(g_{W_2}; t) \geq I(g_{W_1}; t)$$

for all $t \geq 0$.

Proof: Let $K(x) = W_2(x)/W_1(x)$, then $K(x) = \alpha_2 g_{W_2}(x)/\alpha_1 g_{W_1}(x)$ is increasing in $x$ and $G_{W_2}(x) \leq G_{W_1}(x)$ for all $x \geq 0$.

Note that $K(x)$ increasing in $x$ and the assumption that $G_{W_1}$ or $G_{W_2}$ are DHR implies

$$g_{W_2}(x)/G_{W_2}(x) \leq g_{W_1}(x)/G_{W_1}(x)$$

for all $x \geq 0$.

We get

$$\frac{G_{W_2}(t)}{G_{W_1}(t)} \geq \frac{\int_0^\infty g_{W_2}(x) \log(g_{W_2}(x)/G_{W_2}(t)) dx}{\int_0^\infty g_{W_1}(x) \log(g_{W_1}(x)/G_{W_1}(t)) dx}$$

for all $x \geq 0$.

Consequently,

$$I(g_{W_2}; t) \geq I(g_{W_1}; t)$$

for all $t \geq 0$.

5 Applications

Let $F$ and $G_w$ be the original and weighted distribution functions respectively. We give some examples of the results presented in earlier sections.

1. Rayleigh Distribution. The Rayleigh pdf is given by

$$f(x; \beta) = 2\beta^{-1}xe^{-\beta x^2}, \text{ if } x > 0 \text{ and } \beta > 0.$$  

(32)

The corresponding length-biased pdf is given by

$$g_w(x; \beta) = 4\pi^{-1/2}\beta^{3/2}x^2e^{-\beta x^2}, \text{ if } x > 0 \text{ and } \beta > 0.$$  

(33)

Note that for $\beta \geq 1$, we have

$$I(g_w; t) \geq I(f; t),$$

for all $t \geq 0$. 
2. **Exponential Distribution.** The exponential distribution is one of the most useful model in reliability and survival analysis. The pdf is given by

\[ f(x; \theta) = \frac{1}{\theta} e^{-x/\theta}, \quad \text{if } x > 0 \text{ and } \theta > 0. \]

The weighted reliability function with weight function \( W(x) = x \) is given by

\[ \overline{G}_w(x; \theta) = \frac{(x + \theta)/\theta}{e^{-x/\theta}}, \quad \text{if } x > 0 \text{ and } \theta > 0. \]

The uncertainty of the residual lifetime for the length-biased distribution given by reduces to

\[ I(g_w; t) = 1 + \log(\delta_F(t)) = 1 + \log(\theta). \]

Clearly, \( I(g_w; t) \geq I(f; t) \), for all \( t \geq 0 \).
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