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Abstract

In this paper, we present some new modification of Newton’s method
for solving nonlinear equations. Analysis of convergence shows that
these methods have order of convergence four. Several numerical exam-
ples are given to illustrate the performance of the presented methods.
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1 Introduction

One of the most important problems in numerical analysis is solving nonlinear
equations. To solve these equations, we can use iterative methods such as
Newton’s method and its variants. In this paper, we consider iterative methods
to find a simple root of a non-linear equation f(z) =, where f: I — R for an
open interval [ is a scalar function.

The classical Newton’s method for a single non-linear equation is written as

n
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This is a powerful and well-known iterative method known to convergence
quadratically. Recently, there has been some progress on iterative methods
with higher-order of convergence that they require the computation of lower-
order derivatives, [2,4,5,6,7,8,10,11].

One of the third-order modifications of Newton’s method, [5], is given by

S )
xn«l»l — 4n f’(.ﬁlj‘n) f/(xn)a (2>
)

also, a third-order variant of Newton’s method, [4], is written as

f(@n) 2/ (yn)

T4l = Ty — Pz - Flam) + Fn) (4)
Another third-order method, [4], that is defined by
Tl = T — f(an) _ f(@n) f(yn) (5)

In this paper, we give two new iterative methods with fourth-order conver-
gence. The rest of this paper is organized as follows. It has been shown that
some of the existing third-order iteration formulas may be used to construct
new fourth-order methods that this is the main purpose of this paper. In
section 2, we give new iterative methods. In section 3, we compare the re-
sults with some numerical examples and in the last section, the conclusion is
presented.

2 The methods and analysis of convergence

In this section, for construction of new iterative methods, we use iterative
methods given by Eqgs. (2)-(5). The following theorems show the order of
convergence of these methods i.e., iterative methods given by Egs. (2)-(3), Eq.
(4) and Eq. (5).

Theorem 2.1 Let o € I be a simple zero of a sufficiently differentiable
function f : I — R for an open interval I. Then, the new method that
is defined by Eqs. (2)-(3) has the third-order convergence and satisfies the
following error equation

ens1 = 2¢3€t + o(ch) (6)

_ '@
27 (@)

where e, = x, — o and ¢
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Theorem 2.2 [j]. Let o € I be a simple zero of a sufficiently differentiable
function f : I — R for an open interval I. Then, the method that is defined by
Eq. (4) has the third-order convergence and it then satisfies the order equation

eny1 = 205€> +o(er) (7)

n

(k)
where €pn =Ty — and Cr = J;’(T()ak?'

Theorem 2.3 [/]. Let a € I be a simple zero of a sufficiently differentiable
function f . I — R for an open interval I. Then, the new method that is
defined by Eq. (5) has the third-order convergence and satisfies the following

error equation,

ent1 = Coe, +0(ey), (8)

where e, = x,, — o and cy = Qf}/,((z))

Now, we construct a new iterative method by combining Eqs. (2) and (4).

_ f(zn) _ J(Wn) _ f(xn) _ 2f(yn)
fxn)  f(zn) fl(xn)  f(zn) + f'(Yn)

where A= —1, B =2.
It is clear that we can write above equation as follows

o f(xn) 1 — 1
Tpi1 = Tn, () + f(yn>(f’(l‘n) f(zn) + £ (yn)

Now we show that the order of convergence of iterative method that is defined
by Eq. (9) is at least four.

| + Blan

]

Tpy1 = A[xn

)- (9)

Theorem 2.4 Let o € I be a simple zero of a sufficiently differentiable
function f : I — R for an open interval I. Then, the new method that is
defined by Eq. (9) has the fourth-order convergence and satisfies the following
error equation,

eni1 = 3chet +o(ed) (10)

_ _ M
where e, = x, — o and ¢, = o)k
Proof. Let a be a simple zero of f. By the Taylor expansions,

f(any = f'(@)[en + 26} + cse) + ey, + 0(ey)], (11)

and
f'(z,) = f(a)[1 + 2c9e, + 3cze? + deged + Beset + o(e?)], (12)
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where ¢, = f( ,, k=23,..and e, = z, — a. Dividing Eq. (11) by Eq. (12
k
gives us
J{/((in)) = e, — 22 +2(c2 — c3)ed + (Teges — 3cy — 4ciet +o(e?),  (13)
and hence,
f(zn)

Yn = x"_f’(x ) = atcge’ +2(c3—c3)ed +(=Teges+3cs+4cs)et +o(e?). (14)

Again, expanding f(y,) and f'(y,) about o and then using Eq. (14), we have
Flyn) = f'(@)lezen +2(cs — 3)ep + (=Teacs + 3ca + 5e3)e, +oep)],  (15)
and
f'(yn) = f(@)[14-2co€2 +4cy(cs—c3 ) e +co(—11cacs+6c4+8c3 et 4+o(e?)]. (16)
After an elementary calculation, we obtain

f(Wn)
f'(xn)

() + F(yn) = £ (Q)[2 + 2c0e, + (265 + 3c3)e2 + dege? + (8c; — 11c5es
+6¢ocy + 565)6;11) + 0(62)], (18)

= cpe? +2(—2c5 + c3)ed + (—1deaes + 13¢5 + 3ey)et +o(el),  (17)

f’(xng(in}’(yn) = %[62624—(—3634—263)624‘(703_%0203+3C4)€ﬂ+0(€i)‘ (19)

From Eqgs. (12), (17), (18), and (19), we obtain

flan) L _ 1 —3cye; + o(e
P Gy~ Tt i) e el (20
Thus,
(5 RV
it == Ly~ ) s ~ By v
nsl + =€, +a— [e, — 3cier +o(ed)],
ens1 = 3Caer +o(ed). (21)

Equation (21) establishes the fourth-order convergence of method that is de-
fined by Eq. (9).
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For construction of second iterative method, we use iterative methods, defined
in Egs. (2) and (5). If we combine these methods, we have

Tnp1 = Alz, — Szn) - S (yn) | + Blx, — f(@n) _ f(@n) f (Yn) ]

where A = —1, B =2.
Now we can write above equation as follows:

f(zn) f(yn) _9 f(xn) f(yn) (22)

Tpt1 = Ty — + .
" Pwa) © f(a) " F @a)lf (2a) = ()]

Theorem 2.5 Let a« € I be a simple zero of a sufficiently differentiable
function f : I — R for an open interval I. Then, the new method that is
defined by Eq. (22) has the fourth-order convergence and satisfies the following
error equation,

ent1 = (—13cyc3 + 5¢5 + 6ey)et + o(el), (23)
where e, = x,, — «a and ¢, = _J}f'(“;()olg

Proof. Let a be a simple zero of f. By the Taylor expansions,
f@n) = f(yn) = f/(@)|ent(—cs+2¢5)ep +(=5e3+Teacs —2e)e, +o(ey,)], (24)

and

f(Wn)

= o€, + 2(c3 — c3)e2 + (3¢ — 6eacs + 3eq)ed + (9c; — 13c5es

+2c9¢4 4 2¢3)et + o(el), (25)
From Eqgs. (13), (17), and (25), we obtain

fe) o) FCIW) e
N R T Ry e T i A
(26)
Thus,
= — f(zn) i f(Yn) _9 f(@n) f(Yn)
m ) () @) f (@n) = f(ya)]
eni1 +a=e, +a—[e, — (—=13cycs + 5y + 6cy)et + o(el),
ent1 = (—13cycs + 5¢ + 6ey)el + o(ed). (27)

Equation (27) establishes the fourth-order convergence of method which is
defined by Eq. (22) .
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Clearly, per iteration of Egs. (9) and (22) require two function’s evaluations
and two first derivative’s evaluations. If we consider the definition of efficiency
index, [9] , as pm, where p is the order of the method and m is the number of
function’s evaluations in per iteration, we can have a method that is defined
by the Eq. (9) that it has the efficiency index equals to 47 ~ 1414 and a
method that is defined by the Eq. (22) has the efficiency index equals to
43 ~ 1.587, which is better than the Newton’s method with efficiency index
equals to v/2 ~ 1.414.

3 Numerical Examples

In this section, all computations were done using MATHEMATICA by using
64 digit floating point arithmetic (Digits:=64). We accept an approximate
solution rather than the exact root, depending on the precision (€) of the
computer. We use the following stopping criteria for computer programs:

(i)|xn+1 - xn‘ <, (”)‘f(anrl)‘ <,

and so, when the stopping criterion is satisfied, =, is taken as an approximate
of the exact root a. For numerical illustrations, we used the fixed stopping
criterion € = 1071,

We present some numerical test results to illustrate the efficiency of the new
iterative method in Table 1.

We compare the Newton’s method, (NM), Changbum Chun’s method with
B =3, (CM1), [8],which is defined by

o F2 () f(yn)
Tntl = Yn fg(xn) _ 2f(.rn)f(yn) + ZﬂfQ(yn) f’(l’n)’ (28)
f(@n) (29)

Yn = Tpn — )
f'(zn)
where § € R, Changbum Chun’s method with § =1, (CM2), [8],

o () F )
T ) = 202(wn) f(yn) + 281 () F2(yn) — 267 () f/(xn>(';0)
_ [l
Yn = Tn Pl (31)
where 8 € R.
Changbum Chun’s method, (CM3), [5], that is defined by
f(zn) _ 2f(yn) | () S (yn) (32)

Tpt1 = Ty — f(xn)  fx,) - [f' ()]
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Kou’s method [2] , (KM1),

P P

T ) @) — f) (%)

— f(xn)
Yn n f/(xn), (34)

and so, King’s method with g = 3, (KM2), [7],

[l faa) + Bf(ya)
T = ) T + (B - 2)f () (%)
where

f(xn) (36)

I T )
and our methods that is defined by Eq. (9), (ESM1) and Eq. (22), (ESM2),
that introduced in the present contribution. We used the following test func-
tions:
fi(x) = 2 + 42* — 10,

fo(z) =sin®z — 2® + 1,
fa(z) = 2* —e* — 32 + 2,
fa(z) = cosx — x,
f(@) =(z -1 -1,
fo(z) = ze® — sin® (z) + 3cos (z) + 5,
f7(z) =sinx — z/2,
fs(x) = (2* + 42% — 10)?,

Table 1. Comparison of the number of iterations (NIT') in (NM), (CM1),
(CM2), (CM3) , (KM1) , (KM2) , (ESM1), and (ESM2) methods.

NIT
f@) NM CMI CM2 CM3 KMI KM2 ESMI ESM2
fi(@),20=15]5 3 3 3 3 3 3 3
folz),z0=2. |6 4 4 4 4 4 4
fi(z),20=2 |6 4 4 4 4 4 4 4
fiz),2o=1715 4 4 4 4 4 4 4
fs(z),20=35|8 5 5 5 5 5 5 5
fo@),20=-219 5 5 6 6 6 6 6
fo(2),20=2316 4 4 4 4 4 4 4
fs(z),zo=14 46 26 26 28 2T 29 26 27
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4

Conclusion

In this paper, we presented some new modification of Newton’s method. In
Theorems 4 and 5, we proved that the order of convergence of the methods are
four and analysis of efficiency shown that these methods could compete with
Newton’s method.
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