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Abstract
In this paper we are concerned with the Hölder regularity of weak solutions of the Cauchy problem for the general degenerate parabolic equations in (1). By using the vanishing viscosity method and the maximum principle some explicit Hölder exponent are obtained.

In this paper, we are interested in the Hölder estimates for weak solutions of the Cauchy problem for the general degenerate parabolic equations in (1)

\[
\begin{aligned}
\begin{cases}
    u_t = \Delta G(u) + \sum_{j=1}^{N} f_j(u)x_j + g(x, u, t) & \text{in } \mathbb{R}^N \times [0, T] \\
    u(x, 0) = u_0(x) & \text{on } \mathbb{R}^N,
\end{cases}
\end{aligned}
\]  

(1)

where \( t \in [0, T] \), for a fixed time given \( T \), \( x := (x_1, \ldots, x_N) \in \mathbb{R}^N \) and \( G : \mathbb{R} \to \mathbb{R} \) is a nondecreasing smooth function.
The kind of equations in (1), arise in several applications such as flows on porous medium and biological models. Notice that, when $G$ is a constant function, equation in (1), reduces to the multidimensional scalar conservation laws with a source term. In particular, when the functions $f_j(u)$ are nonlinear, the solutions blowup in finite time. This paper use principally the technique developed in [12], where the author consider the Hölder regularity for the source term $h(u)$ that satisfies $|h'(u)| \leq cG'(u)$, where $c$ is a positive constant.

We consider only the condition $g(x,u,t) \in C^{2,0}_0(\mathbb{R}^N \times [0,T])$.

The most important result of this paper is the following theorem.

**Theorem 1.** Suppose that $G'(u) \geq 0$ and the solutions $u$ is bounded: $|u| \leq \bar{u}$. If

$$\left| \frac{G''}{G'^2} \right| \leq \beta, \quad \beta^2 \leq \frac{1}{2N}, \quad (2)$$

and

$$|f_j''(u)| \leq c |G''(u)|, \quad g(x,u,t) \in C^2_0(\mathbb{R}^N \times [0,T]) \quad (3)$$

for a suitable positive constant $c$, then the solutions $u$ of the Cauchy problem (1), satisfy the global estimates

$$|\nabla G^\alpha(u)| \leq M \text{ on } \mathbb{R}^N \times \mathbb{R}^+, \quad (4)$$

if the initial condition in (1), satisfies the same regular estimates (4), where $M$ is a positive constant depending only on the initial condition, and

$$\alpha > 1 - \frac{1 + \sqrt{1 - 2N\beta^2}}{4}. \quad (5)$$

If $f_j(u) \equiv 0$ and $g(x,u,t) \equiv 0$, the equality in (5) is true. For details see [10].

**Proof.** Without loss of generality, let $G(u) \geq 0$. Consider the alternative Cauchy problem related to (1),

$$\begin{cases}
  u_t = \Delta G^\varepsilon(u) + \sum_{j=1}^{N} f_j(u)_{x_j} + g(x,u,t) \\
  u^\varepsilon(x,0) = u_0(x) + \varepsilon_1,
\end{cases} \quad (6)$$

where $G^\varepsilon(u) = G(u) + \varepsilon(u + \bar{u})$, with $\varepsilon$ and $\varepsilon_1$ small nonnegative constants.

For the porous medium equation, we choose $\varepsilon = 0, \varepsilon_1 > 0$; for other cases, we choose $\varepsilon_1, \varepsilon > 0$. Thus for fixed $\varepsilon$ and $\varepsilon_1$, the equation in (6) is strictly parabolic. We can resolve the Cauchy problem (6) and obtain the approximate solutions $u^{\varepsilon,\varepsilon_1}$. Since we assume $u^{\varepsilon,\varepsilon_1}$ to be bounded, there exists a subsequence $u^{\varepsilon_1^l}$ converging weakly to a bounded function $u$ as $\varepsilon_1^l \to 0^+$, on any bounded region. If we can prove the Hölder continuity of $G(u^{\varepsilon,\varepsilon_1})$, then $G(u^{\varepsilon_1^l,\varepsilon_1})$ converges
weakly to $G(u)$ by applying the Minty device with the condition $G'(u) \geq 0$. From the conditions in (3), we can prove that $f_j(u_x^t)$ and $g(x, u, t)$ converge weakly to $f_j(u)$ and $g(x, u, t)$ respectively. Therefore the limit $u$ is a weak solution of the Cauchy problem (1) and $G(u)$ satisfies the same Hölder estimates. This technique is standard, and the details can be found in [11]. Here we only give the proof of the uniform estimate (4).

Make the transformation

$$w = \frac{1}{2} \sum_{i=1}^{N} (G^c(u)_{x_i})^2,$$

and set $P(u) = G^c(u)$. So $P_x = P'(u)u_x$, and $u_x = \frac{P_x}{P'(u)}$. From (6), we obtain

$$P_t = P'(u)u_t = P'(u) \left( \Delta G^c(u) + \sum_{j=1}^{N} f_j(u)_{x_j} + g(x, u, t) \right)$$

$$= P'(u)\Delta G^c(u) + \sum_{j=1}^{N} f'_j(u)P'(u)u_{x_j} + P'(u)g(x, u, t)$$

$$= P'(u)\Delta P + \sum_{j=1}^{N} f'_j(u)P_x + P'(u)g(x, u, t),$$

$$\left( P_{x_i} \right)_t = \left( P'(u)u_{x_i} \right)_t = P''(u)u_{x_i}u_t + P'(u)(u_{x_i})_t$$

$$= \frac{P''(u)}{P'(u)} P_x \left( \Delta P + \sum_{j=1}^{N} f_j(u)_{x_j} + g(x, u, t) \right)$$

$$+ P'(u) \left( \Delta P + \sum_{j=1}^{N} f_j(u)_{x_j} + g(x, u, t) \right)_{x_i}$$

$$= \frac{P''(u)}{P'(u)} P_x \Delta P + \frac{P''(u)}{P'(u)} P_x \sum_{j=1}^{N} f_j(u)_{x_j} + \frac{P''(u)}{P'(u)} P_x g(x, u, t)$$

$$+ P'(u)\Delta \left( P_{x_i} \right) + P'(u) \left( \sum_{j=1}^{N} f_j(u)_{x_j} \right)_{x_i} + P'(u)g(x, u, t)_{x_i}$$

$$= P'(u)\Delta \left( P_{x_i} \right) + \frac{P''(u)}{P'(u)} P_x \Delta P + \left( P'(u)g(x, u, t) \right)_{x_i}$$

$$+ P'(u)_{x_i} \sum_{j=1}^{N} f_j(u)_{x_j} + P'(u) \left( \sum_{j=1}^{N} f_j(u)_{x_j} \right)_{x_i}$$

$$= P'(u)\Delta \left( P_{x_i} \right) + \frac{P''(u)}{P'(u)} P_x \Delta P + \left( P'(u)g(x, u, t) \right)_{x_i}$$

$$+ \left( P'(u) \sum_{j=1}^{N} f_j(u)_{x_j} \right)_{x_i}.$$
\[ w_t = \left( \frac{1}{2} \sum_{i=1}^{N} (P_{x_i})^2 \right)_t = \sum_{i=1}^{N} P_{x_i} \left( P_{x_i} \right)_t \]

\[ = \sum_{i=1}^{N} P_{x_i} \left( P'(u) \Delta(P_{x_i}) + \frac{P''(u)}{P'(u)} P_{x_i} \Delta P + \left( P'(u) g(x, u, t) \right)_{x_i} \right) \]

\[ + \sum_{i=1}^{N} P_{x_i} \left( \sum_{j=1}^{N} f_j(u) P_{x_j} \right) \]

\[ = P'(u) \sum_{i=1}^{N} P_{x_i} \Delta(P_{x_i}) + \frac{P''(u)}{P'(u)} \Delta P \sum_{i=1}^{N} (P_{x_i})^2 \]

\[ + \sum_{i=1}^{N} P_{x_i} \left( P'(u) g(x, u, t) \right)_{x_i} + \sum_{i=1}^{N} P_{x_i} \left( \sum_{j=1}^{N} f_j(u) P_{x_j} \right) \]

\[ = P'(u) \left( \sum_{i,j=1}^{N} P_{x_i} P_{x_j x_j} + \sum_{i,j=1}^{N} (P_{x_i x_j})^2 - \sum_{i,j=1}^{N} (P_{x_i x_j})^2 \right) \]

\[ + \sum_{i=1}^{N} P_{x_i} \left( P''(u) u_{x_i} g(x, u, t) + P'(u) (g_{x_i}(x, u, t) + g_u(x, u, t) u_{x_i}) \right) \]

\[ + \frac{2 P''(u)}{P'(u)} w \Delta P + \sum_{i=1}^{N} P_{x_i} \sum_{j=1}^{N} (f_j(u) P_{x_j})_{x_i} \]

\[ = P'(u) \Delta w - P'(u) \sum_{i,j=1}^{N} (P_{x_i x_j})^2 + \frac{2 P''(u)}{P'(u)} w \Delta P \]

\[ + \frac{2 P''(u)}{P'(u)} w g(x, u, t) + 2 w g_u(x, u, t) \]

\[ + P'(u) \sum_{i=1}^{N} P_{x_i} g_{x_i}(x, u, t) + \sum_{i=1}^{N} P_{x_i} \sum_{j=1}^{N} (f''(u) u_{x_i} P_{x_j} + f'_j(u) P_{x_j x_i}) \]

\[ = P'(u) \Delta w - P'(u) \sum_{i,j=1}^{N} (P_{x_i x_j})^2 + \frac{2 P''(u)}{P'(u)} w \Delta P \]

\[ + 2 \left( \frac{P''(u) g(x, u, t)}{P'(u)} + g_u(x, u, t) \right) w + P'(u) \sum_{i=1}^{N} P_{x_i} g_{x_i}(x, u, t) \]
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\[ + \sum_{i=1}^{N} P_{z_i} \left( \sum_{j=1}^{N} \frac{f''(u)}{P''(u)} P_{z_j} P_{z_i} + \sum_{j=1}^{N} f'_j(u) P_{z_j} P_{z_i} \right) \]

\[ = P'(u) \Delta w - P'(u) \sum_{i,j=1}^{N} (P_{z_j} P_{z_i})^2 + \frac{2P''(u)}{P'(u)} w \Delta P \]

\[ + 2 \left( \frac{P''(u) g(x, u, t)}{P'(u)} + g_u(x, u, t) \right) w + P'(u) \sum_{i=1}^{N} P_{z_i} g_{x_i}(x, u, t) \]

\[ + \sum_{j=1}^{N} 2f''(u) \frac{P_j}{P'(u)} P_{z_j} w + \sum_{j=1}^{N} f'_j(u) w_j, \quad (10) \]

Let \( z = P^s w, s \) be a constant. Then \( w = P^{-s} z \),

\[ w_{x_j} = z_{x_j} P^{-s} - sP^{-s-1} P_{x_j} z, \]

\[ w_{x_j x_j} = z_{x_j x_j} P^{-s} - sP^{-s-1} P_{x_j} z_{x_j} - sP^{-s-1} P_{x_j} z_{x_j} \]

\[ - s \left( (-s-1)P^{-s-2}(P_{x_j})^2 + P^{-s-1} P_{x_j x_j} \right) z \]

\[ = z_{x_j x_j} P^{-s} - 2sP^{-s-1} P_{x_j} z_{x_j} + s(s+1)P^{-s-2}(P_{x_j})^2 z \]

\[ - sP^{-s-1} P_{x_j} z \cdot \]

\[ \sum_{j=1}^{N} w_{x_j x_j} = P^{-s} \sum_{j=1}^{N} z_{x_j x_j} - 2sP^{-s-1} \sum_{j=1}^{N} P_{x_j} z_{x_j} \]

\[ + 2s(s+1)P^{-s-2} z \left( \frac{1}{2} \sum_{j=1}^{N} \left( P'(u) u_{x_j} \right)^2 \right) - sP^{-s-1} z \sum_{j=1}^{N} P_{x_j x_j}, \]

and

\[ \Delta w = P^{-s} \Delta z - 2sP^{-s-1} \sum_{j=1}^{N} P_{x_j} z_{x_j} + 2s(s+1)P^{-2s-2} z^2 \]

\[ - sP^{-s-1} z \Delta P. \quad (11) \]

Then we have by (8)-(11) that

\[ z_t = P^s w_t + sP^{s-1} P_t w \]

\[ = P^s \left( P'(u) \Delta w - P'(u) \sum_{i,j=1}^{N} (P_{z_j} P_{z_i})^2 + \frac{2P''(u)}{P'(u)} w \Delta P \right) \]

\[ + P^s \left( \frac{2P''(u) g(x, u, t)}{P'(u)} + g_u(x, u, t) \right) w + P'(u) \sum_{i=1}^{N} P_{z_i} g_{x_i}(x, u, t) \)
\[
\begin{align*}
&+ P^s \left( \sum_{j=1}^{N} \frac{2f''(u)}{P'(u)} P_{x_j} w + \sum_{j=1}^{N} f_j(u) w_{x_j} \right) + sP^{s-1}P_t(P^{-s}z) \\
&= P^sP'(u)\Delta w - P^sP'(u) \sum_{i,j=1}^{N} (P_{x_i x_j})^2 + \frac{2P''(u)}{P'(u)} z\Delta P \\
&+ 2 \left( \frac{P''(u)g(x, u, t)}{P'(u)} + g_u(x, u, t) \right) z + 2z \sum_{j=1}^{N} f''(u) \frac{z}{P'(u)} P_{x_j} \\
&+ P^s \sum_{j=1}^{N} f_j'(u) w_{x_j} + P^sP'(u) \sum_{i=1}^{N} P_{x_i} g_{x_i}(x, u, t) + sP^{s-1}P_t z \\
&= P^sP'(u) \left( P^{-s} \Delta z - 2sP^{-s-1} \sum_{i=1}^{N} P_{x_i} z_{x_i} + 2s(s+1)P^{-2s-2}z^2 \right) \\
&- P^sP'(u) \left( sP^{-s-1}z\Delta P \right) - P^sP'(u) \sum_{i,j=1}^{N} (P_{x_i x_j})^2 \\
&+ 2 \frac{P''(u)}{P'(u)} z\Delta P + 2 \left( \frac{P''(u)g(x, u, t)}{P'(u)} + g_u(x, u, t) \right) z + 2z \sum_{j=1}^{N} f''(u) \frac{z}{P'(u)} P_{x_j} \\
&+ P^s \sum_{j=1}^{N} f_j'(u) w_{x_j} + P^sP'(u) \sum_{i=1}^{N} P_{x_i} g_{x_i}(x, u, t) + sP^{s-1}zP'(u)u_t \\
&= P'(u)\Delta z - 2sP^{-1}P'(u) \sum_{i=1}^{N} P_{x_i} z_{x_i} + 2s(s+1)P^{-s-2}P'(u)z^2 \\
&- sP^{-1}P'(u)z\Delta P - P^sP'(u) \sum_{i,j=1}^{N} (P_{x_i x_j})^2 + \frac{2P''(u)}{P'(u)} z\Delta P \\
&+ 2 \left( \frac{P''(u)g(x, u, t)}{P'(u)} + g_u(x, u, t) \right) z + 2z \sum_{j=1}^{N} f''(u) \frac{z}{P'(u)} P_{x_j} + P^s \sum_{j=1}^{N} f_j'(u) w_{x_j} \\
&+ P^sP'(u) \sum_{i=1}^{N} P_{x_i} g_{x_i}(x, u, t) \\
&+ sP^{-1}P'(u) \left( \Delta P + \sum_{j=1}^{N} f_j'(u)_{x_j} + g(x, u, t) \right) \\
&= P'(u)\Delta z - 2sP^{-1}P'(u) \sum_{i=1}^{N} P_{x_i} z_{x_i} + 2s(s+1)P^{-s-2}P'(u)z^2 \\
&- sP^{-1}P'(u)z\Delta P - P^sP'(u) \sum_{i,j=1}^{N} (P_{x_i x_j})^2 + \frac{2P''(u)}{P'(u)} z\Delta P
\end{align*}
\]
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\[ + 2 \left( \frac{P''(u)g(x, u, t)}{P'(u)} + g_u(x, u, t) \right) z + 2z \sum_{j=1}^{N} \frac{f_j''(u)}{P'(u)} P_{x_j} + P^s \sum_{j=1}^{N} f_j'(u) w_{x_j} \]

\[ + P^s P'(u) \sum_{i=1}^{N} P_x g_{x_i}(x, u, t) \]

\[ + sP^{-1}P'(u)z \Delta P + sP^{-1}P'(u)z \sum_{j=1}^{N} f_j(u)x_j + sP^{-1}P'(u)g(x, u, t)z \]

\[ = P'(u) \Delta z - 2sP^{-1}P'(u) \sum_{i=1}^{N} P_x z_{x_i} + 2s(s + 1)P^{-s-2}P'(u)z^2 \]

\[ - \sum_{i,j=1}^{N} P^s P'(u)(P_{x,x_j})^2 + \frac{2P''(u)}{P'(u)} z \Delta P \]

\[ + \left( sP^{-1}P'(u)g(x, u, t) + 2g_u(x, u, t) + \frac{2P''(u)g(x, u, t)}{P'(u)} \right) z \]

\[ + \sum_{j=1}^{N} \frac{2f_j''(u)}{P'(u)} P_x z + \sum_{j=1}^{N} f_j'(u) z_{x_j} + P^s P'(u) \sum_{i=1}^{N} P_x g_{x_i}(x, u, t). \quad (12) \]

Since

\[ \sum_{i,j=1}^{N} (P_{x,x_j})^2 \geq \sum_{i=1}^{N} (P_{x,x_i})^2 \geq \frac{1}{N} (\Delta P)^2, \quad (13) \]

we choose \( s \) such that

\[ s(s + 1) + \frac{N}{2} \left( \frac{P''(u)P(u)}{(P'(u))^2} \right)^2 < 0; \quad (14) \]

then \(-1 < s < 0\) and there exists a suitable constant \( C \) such that

\[ 2s(s + 1)P^{-s-2}P'(u)z^2 - \sum_{i,j=1}^{N} P^s P'(u)(P_{x,x_j})^2 + \frac{2P''(u)}{P'(u)} z \Delta P \]

\[ \leq 2s(s + 1)P^{-s-2}P'(u)z^2 - \frac{1}{N} P^s P'(u)(\Delta P)^2 + \frac{2P''(u)}{P'(u)} z \Delta P \]

\[ \leq -CP^{-s-2}P'(u)z^2. \quad (15) \]
From (12) and (15), we have

\[ z_t \leq P'(u)\Delta z - 2sP^{-1}P'(u)\sum_{i=1}^{N} P_{x_i}z_{x_i} - CP^{-s-2}P'(u)z^2 + \sum_{j=1}^{N} f_j'(u)z_{x_j} + \left( sP^{-1}P'(u)g(x, u, t) + 2g_u(x, u, t) + \frac{2P''(u)g(x, u, t)}{P'(u)} \right)z + \sum_{j=1}^{N} \frac{2f_j''(u)}{P'(u)}P_{x_j}z + P^sP'(u)\sum_{i=1}^{N} P_{x_i}g_{x_i}(x, u, t). \] (16)

If the conditions in Theorem 1 are satisfied, then there exist constant \( c_i > 0, i = 1, 2, 3, 4, 5, 6, 7 \), such that

\[ \left| \sum_{j=1}^{N} \frac{2f_j''(u)}{P'(u)}P_{x_j}z \right| \leq 2c_1 \frac{|G''(u)|}{P'(u)} \sum_{j=1}^{N} |P_{x_j}|z \leq c_1 \frac{|G''(u)|}{P'(u)} w^{\frac{1}{2}}z \]

\[ = c_1 \frac{|G''(u)|}{(P'(u))^2} w^{\frac{1}{2}}z P^{\frac{s}{2}} P^{-s-2} P^{s+2} P'(u) \]

\[ = c_1 \frac{P^{\frac{s}{2}+2}G''(u)}{(P'(u))^2} P^{-s-2} P'(u) z^{\frac{3}{2}} \]

\[ \leq c_2 M(\varepsilon) P^{-s-2} P'(u) z^{\frac{3}{2}}, \] (17)

and \( M(\varepsilon) \to \beta \) as \( \varepsilon \to 0 \). So \( M(\varepsilon) \) is uniformly bounded. Moreover

\[ |sP^{-1}P'(u)g(x, u, t)z| = |sP^{-1}P'(u)P^{s+2}P^{-s-2}g(x, u, t)z| \leq c_3 P^{-s-2} P'(u) z, \] (18)

\[ |2g_u(x, u, t)z| = \left| \frac{2g_u(x, u, t)P^{s+2}}{P'(u)} \right| \left( P^{-s-2} P'(u) \right) \leq c_4 P^{-s-2} P'(u), \] (19)
\[
\frac{2P''(u)g(x,u,t)}{P'(u)z} = \frac{2P''(u)}{(P'(u))^2} g(x,u,t) P^{s+2} P^{s-2} P'(u) z
\]
\[
= 2P^{s+1} g(x,u,t) \left( \frac{P(u)P''(u)}{(P'(u))^2} \right) P^{s-2} P'(u) z
\]
\[
\leq c_5 \left( \frac{P(u)|G''(u)|}{(P'(u))^2} \right) P^{s-2} P'(u) z
\]
\[
\leq c_5 M(\varepsilon) P^{s-2} P'(u) z \tag{20}
\]
and
\[
\left| P^s P'(u) \sum_{i=1}^N P_{x_i} g_{x_i} (x,u,t) \right| \leq c_6 \sum_{i=1}^N |P_{x_i}| P'(u)
\]
\[
= c_6 w_1^s P^s P^{s+2} (P^{s-2} P'(u))
\]
\[
\leq c_7 P^{s-2} P'(u) z_1^s. \tag{21}
\]

We have from (16)-(21) that
\[
z_t \leq P'(u) \Delta z - 2s P^{-1} P'(u) \sum_{i=1}^N P_{x_i} z_{x_i} + \sum_{j=1}^N f_j'(u) z_{x_j}
\]
\[
+ \left( -C z^2 + c_2 M(\varepsilon) z_1^2 + (c_3 + c_4 + c_5 M(\varepsilon)) z + c_7 z_1^s \right) P^{s-2} P'(u). \tag{22}
\]
Where \( M(\varepsilon) \) is uniformly bounded. Thus we have \( z \leq M \) for a suitable large positive constant \( M \) by using the maximum principle in (22).

From the condition (2),
\[
\left( \frac{P''}{P'^2} \right)^2 = \left( \frac{G''(u)\left(G(u) + \varepsilon(u + \bar{u})\right)}{(G'(u) + \varepsilon)^2} \right)^2 \leq \beta^2 + \beta(\varepsilon), \tag{23}
\]
where \( \beta(\varepsilon) > 0 \) is a function of \( \varepsilon \) and \( \beta(\varepsilon) \to 0 \) as \( \varepsilon \to 0 \). If we choose \( s^* \) to be the smaller root of the equation
\[
s(s + 1) + \frac{N}{2} (\beta^2 + \beta(\varepsilon)) = 0, \tag{24}
\]
then (14) is satisfied. Thus we have
\[
P^{s^*} w \leq M, \tag{25}
\]
where
\[
s^* = -1 - \sqrt{1 - 2N(\beta^2 + \beta(\varepsilon))} \tag{26}
\]
Letting \( \varepsilon \to 0 \) in (26), we obtain the estimate (4), and with it the proof of Theorem 1. \( \square \)
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