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Abstract

Neonatal mortality rate Measures the social, economic, health care and environmental conditions in which children live. In this paper, the density function of neonatal mortality rate in Egypt is estimated nonparametrically using the kernel density estimation method. Suggested kernel density estimator for nonnegative random variables is introduced using the Lomax density as a kernel function. The asymptotic bias, variance, mean squared error (MSE), integrated mean squared error (IMSE), and the optimal bandwidth of the proposed Lomax estimator are investigated. We also introduce a simulation study to compare the proposed estimator with other estimators.

1. Introduction

Neonatal mortality rate is the number of neonates dying before reaching 28 days of age, per 1,000 live births in a given year. In this paper the density function of neonatal mortality rate in Egypt is estimated nonparametrically using the kernel density. The kernel density estimator method was introduced by Rosenblatt (1956). He considered $\hat{f}(x)$ as an estimator of the unknown density $f(x)$:

$$\hat{f}(x) = \frac{1}{nh} \sum_{i=1}^{n} K \left( \frac{x-x_i}{h} \right), \quad -\infty \leq x \leq \infty$$

(1)
Here \( n \) is the sample size; \( K(\cdot) \) and \( h \) are the kernel function and the bandwidth respectively, where the kernel function \( K(\cdot) \) is assumed to be symmetric density function.

Parzen (1962) studied the statistical properties of the symmetric kernel density estimator in equation (1), and proved that \( \hat{f}(x) \) is biased and consistent estimator. He also obtained the optimal bandwidth \( h_{opt} \) which minimizes the integrated mean squared error of \( \hat{f}(x) \). Bagai and Rao (1995) studied the statistical properties of the kernel density estimator in the case of using asymmetric kernel function; also they found the optimal kernel function and the optimal bandwidth \( h_{opt} \) which minimize the integrated mean squared errors (IMSE).

Chen (1999) proposed using the density of Beta distribution as the kernel function when \( x \in [0,1] \). Chen (2000) suggested using the density of Gamma distribution as the kernel function for density estimation when \( x \in [0,\infty) \). Scaillet (2004) used inverse Gaussian and reciprocal inverse Gaussian probability density functions as kernels for densities defined on \([0;+1)\) support. Bouezmarni and Scaillet (2005) studied the consistency of both, the asymmetric kernel density estimator and the smoothed histogram. They proved that they both have good finite sample properties. Bouezmarni et al. (2011) suggested using the gamma kernels for the density and the hazard rate functions for right censored data; they also studied IMSE, the asymptotic normality and the law of iterated logarithm of this estimator. Markovich (2016) introduced new kernel estimator as a combination of the asymmetric gamma and Weibull kernels, also the theoretical asymptotic properties of the proposed density estimator and the optimal bandwidth selection for the estimate as a MISE are derived. Abo-El-Hadid (2019) suggested using the Rayleigh distribution as a kernel function and studied the statistical properties of this estimator and obtained the optimal bandwidth.

The rest of this paper is organised as follows: In Section 2, we outline the framework of the Lomax kernel density estimator. In Section 3 the bandwidth selection problem is discussed. Section 4 provides the results of a simulation study in which the behaviour of the Lomax kernel estimator is compared with the other density estimators. The density of the Egyptian Neonatal mortality rate data is estimated in section 5. Finally, in section 6, a brief conclusion is provided.

2. The Lomax Kernel

Let \( x_1, \ldots, x_n \) be a random sample from a distribution with an unknown density function \( f(x) \). We propose the use of Lomax kernel for density estimation in this paper. The Lomax kernel function is defined as:

\[
K(u) = \frac{\alpha}{\lambda} \left[ 1 + \frac{u}{\lambda} \right]^{-\alpha - 1}, \quad u \geq 0, \quad \alpha, \lambda > 0
\]

(2)

where

\[
E(u) = \int_0^\alpha u K(u) \, du = \frac{\lambda}{\alpha - 1}
\]

(3)

\[
E(u^r) = \frac{\lambda^r [(\alpha - r)(1 + r)]}{r}
\]

(4)
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Where $\lambda$ is the scale parameter, and $\alpha$ is the shape parameter. Then the Lomax kernel density estimator is as follows:

$$\hat{f}(x) = \frac{1}{nh\lambda} \sum_{i=1}^{n} \left[ 1 + \left( \frac{x-x_i}{h} \right) \right]^{-\alpha-1}, \frac{x-x_i}{h} \geq 0 \quad (5)$$

It can be shown that the expectation of the kernel density estimator is:

$$E[\hat{f}(x)] = E \left[ \frac{1}{nh} \sum_{i=1}^{n} K \left( \frac{x-x_i}{h} \right) \right] = \frac{1}{h} \int K \left( \frac{x-x_i}{h} \right) f(x) \, dx \quad (6)$$

Let $u = \frac{x-x_i}{h}$

$$\therefore E[\hat{f}(x)] = \frac{1}{h} \int K(u) f(x-u h) \, du \quad (7)$$

Using Taylor expansion for $f(x - uh)$ yields that:

$$Bias[\hat{f}(x)] \approx -hf'(x) \int u K(u) \, du + \frac{h^2}{2} f''(x) \int u^2 K(u) \, du \quad (8)$$

Note that for the Lomax kernel function from equations (3) and (4):

$$\int_{-\infty}^{\infty} u K(u) \, du = \frac{\lambda}{\alpha - 1}, \quad \int_{-\infty}^{\infty} u^2 K(u) \, du = \frac{2\lambda^2}{\alpha^2 - 3\alpha + 2} \quad (9)$$

Then the asymptotic bias of the Lomax kernel density estimator is:

$$Bias[\hat{f}(x)] \approx -h^2f'(x) + \frac{h^2\lambda^2}{\alpha^2 - 3\alpha + 2} f''(x) \quad (10)$$

Also, it can be shown that the variance of the kernel density estimator is:

$$Var[\hat{f}(x)] = \frac{1}{nh^2} \left\{ E \left[ K \left( \frac{x-x_i}{h} \right) \right]^2 - \left[ E K \left( \frac{x-x_i}{h} \right) \right]^2 \right\}$$

$$= \frac{1}{nh^2} \left\{ \int K \left( \frac{x-x_i}{h} \right)^2 f(x_i) \, dx_i - \left[ \int K \left( \frac{x-x_i}{h} \right) f(x_i) \, dx_i \right]^2 \right\} \quad (11)$$

Let $u = \frac{x-x_i}{h}$, then

$$Var[\hat{f}(x)] = \frac{1}{nh^2} \left\{ h \int K^2(u) f(x - uh) \, du - \left[ h \int K(u) f(x - uh) \, du \right]^2 \right\}$$

Again by Taylor expansion: $f(x - uh) = f(x) - uhf'(x) + \frac{uh^2}{2!} f''(x) + \cdots$

$$\therefore Var[\hat{f}(x)] \approx \frac{1}{nh} f(x) \int K^2(u) \, du \quad (12)$$

Using the Lomax kernel function:

$$\int_{-\infty}^{\infty} K^2(u) \, du = \int_{0}^{\infty} \alpha^2 \lambda^2 \left[ 1 + \frac{u}{\lambda} \right]^{-2\alpha-2} \, du \quad (13)$$

Let $z = 1 + \frac{u}{\lambda}$, then: $\frac{dz}{du} = \frac{1}{\lambda}$, $du = \lambda \, dz$

$$\therefore \int_{0}^{\infty} \alpha^2 \lambda^2 \left[ 1 + \frac{u}{\lambda} \right]^{-2\alpha-2} \, du = \int_{0}^{\infty} \alpha^2 \lambda^2 \, z^{-2\alpha-2} \, \lambda \, dz \quad (14)$$

$$= \frac{\alpha^2}{\lambda} \int_{0}^{\infty} z^{-2\alpha-2} \, dz = \frac{\alpha^2}{\lambda} \left[ \frac{z^{-2\alpha-1}}{-2\alpha-1} \right]_{0}^{\infty} \quad (15)$$

Undo substitution $z = 1 + \frac{u}{\lambda}$

$$\int_{0}^{\infty} K^2(u) \, du = \frac{\alpha^2}{\lambda} \left[ \frac{(1+u/\lambda)^{-2\alpha-1}}{-2\alpha-1} \right]_{0}^{\infty} \quad (16)$$

$$= \left[ \frac{\alpha^2}{\lambda(-2\alpha-1)(1+u/\lambda)^{2\alpha}} \right]_{0}^{\infty} \quad (17)$$
\[
\begin{align*}
\int_0^\infty K^2(u) \, du &= \frac{a^2}{2\alpha \lambda} \tag{19}
\end{align*}
\]

Substitute equation (19) into equation (12), then the asymptotic variance of the Lomax kernel density estimator is:

\[
Var[\hat{f}(x)] = \frac{a^2 f(x)}{nh(2\alpha \lambda + \lambda)} \tag{20}
\]

Combining (10) and (20), the mean squared errors for \( \hat{f}(x) \) is:

\[
MSE[\hat{f}(x)] = Var[\hat{f}(x)] + Bias^2[\hat{f}(x)] = \frac{a^2 f(x)}{nh(2\alpha \lambda + \lambda)} + \frac{h^2 \lambda^2}{(\alpha - 1)^2} \left( f'(x) \right)^2 + o(h^2) \tag{21}
\]

Where \( o(h^2) \) higher than second order terms of \( h \). Also, the asymptotic IMSE for \( \hat{f}(x) \) is:

\[
IMSE[\hat{f}(x)] \cong \frac{a^2}{nh(2\alpha \lambda + \lambda)} + \frac{h^2 \lambda^2}{(\alpha - 1)^2} \int \left( f'(x) \right)^2 \, dx \tag{22}
\]

### 3. The optimal bandwidth

The optimal bandwidths which minimize the IMSE for \( \hat{f}(x) \) is obtained as follows:

\[
\frac{\partial \ IMSE[\hat{f}(x)]}{\partial h} = - \frac{a^2}{nh^2(2\alpha \lambda + \lambda)} + \frac{2h \lambda^2}{(\alpha - 1)^2} \int \left( f'(x) \right)^2 \, dx = 0 \tag{23}
\]

\[
\therefore h_{opt} = \left[ \frac{2n \lambda^2 (2\alpha \lambda + \lambda)}{a^2 (\alpha - 1)^2} \int \left( f'(x) \right)^2 \right]^{-1/3} \tag{24}
\]

Now let us replace the unknown term \( \int \left( f'(x) \right)^2 \) in (24) by the Lomax density as a reference distribution. Let:

\[
f(x) = \frac{a}{\lambda} \left[ 1 + \frac{x}{\lambda} \right]^{-\alpha - 1}, \quad x \geq 0, \quad \alpha, \lambda > 0 \tag{25}
\]

\[
\therefore f'(x) = \frac{\alpha (-\alpha - 1)}{\lambda} \left[ 1 + \frac{x}{\lambda} \right]^{-\alpha - 2} \left( \frac{1}{\lambda} \right) \tag{26}
\]

\[
\therefore f''(x) = \frac{\alpha (-\alpha - 1)}{\lambda^2} \left[ 1 + \frac{x}{\lambda} \right]^{-\alpha - 2} \tag{27}
\]

and hence

\[
\int \left( f'(x) \right)^2 \, dx = \int_0^{\infty} \frac{a^2 (-\alpha - 1)^2}{\lambda^4} \left[ 1 + \frac{x}{\lambda} \right]^{-2\alpha - 4} \tag{28}
\]

Again let \( z = 1 + \frac{x}{\lambda} \), then \( dx = \lambda \, dz \)

\[
\therefore \int \left( f'(x) \right)^2 \, dx = \int_0^{\infty} \frac{a^2 (-\alpha - 1)^2}{\lambda^4} z^{-2\alpha - 4} \lambda \, dz \tag{29}
\]

\[
= \left[ \frac{a^2 (-\alpha - 1)^2 \lambda^{2\alpha + 3}}{\lambda^3 (2\alpha - 3)} \right]_0^{\infty} \tag{30}
\]

Undo substitution \( z = 1 + \frac{x}{\lambda} \)

\[
\therefore \int \left( f'(x) \right)^2 \, dx = \left[ \frac{a^2 (-\alpha - 1)^2 \lambda^{2\alpha + 3}}{\lambda^3 (2\alpha - 3) \left( 1 + \frac{x}{\lambda} \right)^{2\alpha + 3}} \right]_0^{\infty} \tag{31}
\]
Substituting (32) into (24), we get

\[ h_{opt} = \left[ \frac{2n\lambda^2(2a\lambda + \lambda)}{\alpha^2(\alpha-1)^2} \cdot \frac{\alpha^2(\alpha+1)^2}{\lambda^3(2\alpha+3)} \right]^{-1/3} \]  

(33)

\[ = \left[ \frac{2n\lambda^2(2a\lambda + \lambda)(\alpha+1)^2}{\lambda(\alpha-1)^2(2\alpha+3)} \right]^{-1/3} \]  

(34)

4. Simulation

In this section, the influence of Lomax kernel estimator is examined using a simulation study. The Lomax kernel was given in equation (2). The Lomax kernel is compared with the most widely used kernel functions:

1) The Gaussian kernel which is symmetric about zero:

\[ K(u) = \frac{1}{\sigma\sqrt{2\pi}} e^{-\frac{1}{2}u^2}, \quad 0 < u < \infty \]

2) The Gamma kernel which is asymmetric kernel:

\[ K(u) = \frac{\beta \Gamma(r-1)e^{-\beta u}}{\Gamma(r)} \quad r, \beta > 0, \quad 0 < u < \infty \]

To evaluate the suggested Lomax estimator, we select the exponential random variable with \( \theta = .5, \theta =1, \) and \( \theta =2 \). We generate the exponential i.i.d samples with sample sizes \( n \in \{10, 100, 1000, \} \). For each simulated sample, the optimal bandwidths are calculated for each distribution. Then, the actual and the estimated densities are plotted; and the following errors’ measures are computed:

\[ \text{Mean squared error (MSE)} = \frac{\sum_{i=1}^{n}(f(x_i) - \hat{f}(x_i))^2}{n} \]  

(35)

\[ \text{Mean absolute error (MAE)} = \frac{\sum_{i=1}^{n}|f(x_i) - \hat{f}(x_i)|}{n} \]  

(36)

\[ \text{Mean absolute percentage error (MAPE)} = \frac{\sum_{i=1}^{n}|f(x_i) - \hat{f}(x_i)|}{n \cdot f(x_i)} \]  

(37)

These above measures are used to compare the fits obtained by different kernels. For all three measures, smaller values indicate a better fitting model. MSE is commonly-used measure of accuracy of fitted values but it is highly affected by outliers than MAE. MAPE expresses accuracy as a percentage of the error

The values of the above goodness of fit measures are given in tables (1,2,3) below:
The above table shows that under the generated exponential i.i.d samples, the estimated densities get closer to the original density function as the parameter $\theta$ decreases; and also the estimated densities get closer to the actual density as the sample size increases, and the suggested Lomax kernel always outperforms the others kernels, while the Gaussian kernel is the worst one.
Figures (1), (2) and (3), present the actual density with the estimated densities using: Lomax kernel; Gaussian Kernel and Gamma kernel at the different values of parameter $\theta$ and different sample size.

Fig. (1): The actual Exponential density ($\theta = .5$) with its kernel estimation using Lomax kernel; Gaussian kernel; and Gamma kernel with sample sizes (a) $n=10$, (b) $n=100$, and (c) $n=1000$

Fig. (2): The actual Exponential density ($\theta = 1$) with its kernel estimation using Lomax kernel; Gaussian kernel; and Gamma kernel with sample sizes (a) $n=10$, (b) $n=100$, and (c) $n=1000$
Fig. (3): The actual Exponential density ($\theta=2$) with its kernel estimation using Lomax kernel; Gaussian kernel; and Gamma kernel with sample sizes (a) $n=10$, (b) $n=100$, and (c) $n=1000$

The above figures show that under the generated exponential i.i.d samples, the three kernel functions gets closer to the original density function as the sample size increases for different values of parameter $\theta$. Also, among the three kernel functions, the suggested Lomax kernel always outperforms the others while the Gaussian kernel is the worst one.

5. Application

In this section, we apply the proposed Lomax kernel estimator to the Egyptian annual neonatal mortality rate data from 1960 to 2016 (www.indexmundi.com/facts/egypt/mortality-rate). Figure (4) shows the estimated distribution of Neonatal mortality rate data using both the parametric Lomax distribution and the nonparametric Lomax distribution.

Fig. (4): The histogram; parametric and nonparametric Lomax estimator of Neonatal mortality rate data

The above figure indicates the flexibility of Lomax kernel in modelling the Neonatal mortality rate distributions. It shows that the nonparametric Lomax estimator agrees well with the neonatal mortality rate data.
Conclusion

We consider the nonparametric estimation of the neonatal mortality rate density function using the Lomax Kernel function. The theoretical asymptotic properties of the proposed density estimator are derived. Also a simulation study was introduced. the Gaussian, Gamma, and Lomax kernels get closer to the actual density function as the sample size increases for different values of parameter $\theta$, but the suggested Lomax kernel always outperforms the others while the Gaussian kernel is the worst one.
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