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Abstract

BCH codes are fast decoding code, which makes them a better choice as error-correcting codes. The Triple error correcting BCH code has been the interest of study for a long time. In 2006 Charpin Helleseth and Zinoviev [2] did remarkable work by solving the problem of the coset distribution of the Triple error correcting BCH code of length \( n = 2^m - 1 \). The objective of this paper is to carefully describes the conditions when syndrome \((S_1S_3S_5)\) is increased to \((S_1S_3S_5S_7)\) and find Locator polynomial of extended BCH codes of different weights, which are helpful in finding coset distribution of these codes. Further we will compare the results of T. Kasami [9] and Charpin Helleseth and Zinoviev [2] with our results for \( m= 8, 9 \) and 10.
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1 Introduction

The process of determining the weight distribution of a code is very important because it assists in performing error evaluation and analysis. Weight distribution is known for short code and those that are grouped into classes that are understood. For instance, in BCH codes, there is a well-known formula that is used in the calculation of the singular, double and triple error correcting of binary primitive codes. The weight of a binary code is the number of non-zero
words in a code word. A coset on the other hand is the translation of the code by a given vector. The weight of the coset is therefore the least or the minimum weight of all the vectors that make up the coset. The vector within the coset that has the minimum weight is the coset leader and the possible maximum weight forms the covering radius.

The family of triple error correcting BCH codes has been a topic of great interest for several decades. In a series of paper by Horst and Berger and Helleseth [1] the covering radius of these codes is determined to be five. Later the weight distribution of these codes was determined by Kasami [8] for odd m. But the coset distribution of Triple errors correcting BCH codes remained an open problem for several years. This problem was solved by Charpin Helleseth and Zinoviev in 2006. They gave the coset distribution of these triple error correcting BCH codes. In this work we will study if one syndrome is increased in the triple error correcting BCH codes then what will be the Locator polynomials of the given code with different weight, these results will give us direction to find coset distribution of these extended BCH codes also we compare the new results with the previous results given by Charpin, Helleseth and Zinoviev [2].

**Coset of a code:** A coset of code C is the set of vectors $a + c$ where $a$ is an element of galious field with $2^m$ elements.

**Definition 1.1** Coset of a code: A coset of code C is the set of vectors $a + C$ for some $a \in GF(2^m)$ i.e. $a + C = a + C : a \in GF(2^m)$

**Definition 1.2** Trace of a function: The trace of a function from $GF(2^m)$ to $GF(2)$ is defined as $[3] \ Tr(x) = \sum_{i=0}^{m-1} x^{2^i}$

**Argument 1:** The coset distribution of Triple error correcting BCH code of length $n = 2^m - 1$ is given by Van Der Horst and Toby Berger in [1] are

$K_0 = 1$

$K_1 = n$

$K_3 = \frac{n(n - 1)(n - 2)}{6}$

$K_4 = \frac{6n^2 + 10n - 3}{6}$

$K_5 = \frac{4n(n + 2)}{3}$

**Argument 2:** The coset distribution of Triple error correcting BCH code of length $N = 2^m$ is given by Pascale Charpin, Tor Helleseth and Victor A. Zinoviev [2] are

$A_0 = 1$

$A_1 = N$

$A_2 = \frac{N(N - 1)}{2}$
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\[ A_3 = \frac{N(N-1)(N-2)}{6} \]
\[ A_4 = \frac{(N-1)(6N^2 - 5N - 2)}{6} \]
\[ A_5 = \frac{N(N-1)(5N+8)}{6} \]
\[ A_6 = \frac{4(N-1)(N+1)}{3} \]

The parity check matrix of extended binary triple error correcting BCH code is defined as

\[
\begin{pmatrix}
1 & 1 & 1 & \ldots & 1 \\
0 & 1 & \alpha & \alpha^2 & \ldots & \alpha^{n-1} \\
0 & 1 & \alpha^3 & \alpha^6 & \ldots & \alpha^{3(n-1)} \\
0 & 1 & \alpha^5 & \alpha^{10} & \ldots & \alpha^{5(n-1)}
\end{pmatrix}
\]

where the order of element \( \alpha \) is \( n = 2^m - 1 \) in \( GF(2^m) \). The syndrome \( s \) of the received vector \( r \) is \( s = zH^t \) where \( z = (z_0, z_1, z_2, z_{n-1}) \) and \( H^t \) denotes the transpose of the matrix \( H \). The locator polynomial \( z \) of weight \( w \) is defined as \( \sigma(z) = Z^w + \sigma_1 Z^{w-1} + \ldots + \sigma_w \). Equivalently, we can find a locator polynomial \( \sigma(z) = \sum_{i=1}^{w} Z + Z_i \) whose degree is called the weight of the code such that \( S_j = \sum_{i=1}^{w} Z_i^j \) for \( j = 1, 3, 5, 7 \).

The Newton’s identities describe the relationship between the coefficient of locator polynomial and the error location as:

\[
\begin{align*}
S_1 + \sigma_1 &= 0 \\
S_2 + \sigma_1 S_1 + 2\sigma_2 &= 0 \\
S_3 + \sigma_1 S_2 + \sigma_2 S_1 + 3\sigma_3 &= 0 \\
&\vdots \\
S_j + \sigma_1 S_{j-1} + \sigma_2 S_{j-2} + \ldots + j\sigma_{j-1} &= 0 \text{ for } j \leq w
\end{align*}
\]

We make an assumption that \( \sigma_j = 0 \) for \( j > w \) therefore from the Newton’s identities we get

\[
\begin{align*}
S_1 &= \sigma_1 \\
S_3 &= S_1^3 + \sigma_2 S_1 + \sigma_3 \\
S_5 &= S_1^5 + \sigma_2 S_3 + \sigma_3 S_1^2 + \sigma_4 S_1 + \sigma_5 \\
S_7 &= S_1^7 + \sigma_2 S_5 + \sigma_3 S_1^4 + \sigma_4 S_3 + \sigma_5 S_2 + \sigma_6 S_1 + \sigma_7
\end{align*}
\]

2 Locator Polynomials of Different Weights:

A For the weight \( w = 1 \)

\[ \sigma(z) = Z + S_1 \]
The syndrome \((S_1, S_3, S_5, S_7)\) is calculated by \(S_j = Z_i^j\) for \(J = 1, 3, 5, 7\). Therefore from Newton’s identities: \(S_1 + \sigma_1 = 0\) this implies \(S_1 = \sigma_1\) \(S_3 = S_1^3\) \(S_5 = S_1^5\) and \(S_7 = S_1^7\) this implies that there are \(n\) cosets with syndromes \((S_1, S_1^3, S_1^5, S_1^7)\) where \(S_1 \neq 0\) of weight one.

**B For the weight \(w = 2\)**

The coset leader of \(w = 2\) has locator polynomial \(\sigma(z) = Z^2 + \sigma_1 Z + \sigma_2\).

From the Newton’s identities:

\[
S_1 = \sigma_1 \quad (1)
\]
\[
S_3 = S_1^3 + \sigma_2 S_1 \Rightarrow \sigma_2 = \frac{S_3 + S_1^3}{S_1} \quad (2)
\]
\[
S_5 = S_1^5 + \sigma_2 S_3 \Rightarrow \sigma_2 = \frac{S_5 + S_1^5}{S_3} \quad (3)
\]
\[
S_7 = S_1^7 + \sigma_2 S_5 \Rightarrow \sigma_2 = \frac{S_7 + S_1^7}{S_5} \quad (4)
\]

From (2) and (3) \(L = S_3^2 + S_3 S_1^3 + S_1 S_5 + S_1^7 = 0\). From (3) and (4) \(M = S_5^2 + S_5 S_1^5 + S_3 S_7 + S_1^7 S_3 = 0\). From (4) and (2) \(N = S_3 S_5 + S_5 S_1^3 + S_1 S_7 + S_1^8 = 0\).

Hence we get three locator polynomial for \(w = 2\)

**Case 1** If \(\sigma_2 = \frac{S_3 + S_1^3}{S_1}\) then locator polynomial is \(\sigma(z) = Z^2 + S_1 Z + \frac{S_3 + S_1^3}{S_1}\)

This equation has two distinct zeros when \(Tr\left(\frac{S_3 + S_1^3}{S_1}\right) = 0\).

**Case 2** if \(\sigma_2 = \frac{S_5 + S_1^5}{S_5}\) then locator polynomial is \(\sigma(z) = Z^2 + S_1 Z + \frac{S_5 + S_1^5}{S_5}\)

**Case 3** if \(\sigma_2 = \frac{S_7 + S_1^7}{S_7}\) then locator polynomial is \(\sigma(z) = Z^2 + S_1 Z + \frac{S_7 + S_1^7}{S_7}\)

This equation has two distinct zeros when \(Tr\left(\frac{S_7 + S_1^7}{S_7}\right) = 0\).

**C For the weight \(w = 3\)**

The coset leader of \(w = 3\) has locator polynomial \(\sigma(z) = Z^3 + \sigma_1 Z^2 + \sigma_2 Z + \sigma_3\).

From the Newton’s identities:

\[
S_1 = \sigma_1 \quad (5)
\]
\[
S_3 = S_1^3 + \sigma_2 S_1 + \sigma_3 \quad (6)
\]
\[
S_5 = S_1^5 + \sigma_2 S_3 + \sigma_3 S_1^2 \quad (7)
\]
\[
S_7 = S_1^7 + \sigma_2 S_5 + \sigma_3 S_1^4 \quad (8)
\]
From (6) and (7)
\[ \sigma_2 = \frac{S_5 + S_3S_1^2}{S_3 + S_1^3} \]
Similarly from (7), (8) and (8) and (6) we get the two more values of \( \sigma_2 \) respectively
\[ \sigma_2 = \frac{S_7 + S_5S_1^2}{S_5 + S_1^3} \text{ and } \sigma_2 = \frac{S_7 + S_3S_1^4}{S_5 + S_1^5} \]

**Case 1** if we take \( \sigma_2 = \frac{S_5 + S_3S_1^2}{S_3 + S_1^3} \) then from (6) \( S_3 = S_1^3 + \sigma_2S_1 + \sigma_3 \)
\[ \sigma_3 = S_3 + S_1^3 + \sigma_2S_1 \]
\[ \sigma_3 = S_3 + S_1^3 + S_1S_5 + S_3S_1^2 \]
\[ \sigma_3 = \frac{S_3^2 + S_6 + S_1S_5 + S_3S_1^3}{S_3 + S_1^3} \text{ and } \sigma_3 = \frac{L}{S_3 + S_1^3} \text{ where } L = S_3^2 + S_6 + S_1S_5 + S_3^3 \]
Hence the error locator polynomial in this case is
\[ \sigma(z) = Z^3 + S_1Z^2 + \frac{S_5 + S_3S_1^2}{S_3 + S_1^3}Z + \frac{L}{S_3 + S_1^3}. \]

**Case 2** if we take \( \sigma_2 = \frac{S_7 + S_5S_1^2}{S_5 + S_1S_3} \) then from (6) we get \( 3 = \frac{M}{S_5 + S_1S_3} \) where \( M = S_3S_5 + S_2S_1 + S_3S_1^3 + S_1S_7 \). Hence the error locator polynomial in this case is
\[ \sigma(z) = Z^3 + S_1Z^2 + \frac{S_7 + S_5S_1^2}{S_5 + S_1S_3}Z + \frac{M}{S_5 + S_1S_3}. \]

**Case 3** if we take \( \sigma_2 = \frac{S_7 + S_3S_1^4}{S_5 + S_1^5} \) then from (6) we get \( \sigma_3 = \frac{N}{S_5 + S_1^5} \) where \( N = S_3S_5 + S_5S_1^3 + S_1S_7 + S_1^8 \). Thus the error locator polynomial is
\[ \sigma(Z) = Z^3 + S_1Z^2 + \frac{S_7 + S_3S_1^4}{S_5 + S_1^5}Z + \frac{N}{S_5 + S_1^5}. \]

**D For the weight w=5**
We will discuss the conditions of the cosets of weight 5 for extended error correcting BCH codes. We give a sequence of theorems in which we study the extended error correcting BCH codes of weight 5 with syndrome \((S_1, S_3, S_5, S_7)\) where \( S_1 \neq 0 \)

**Theorem 1** The coset \( S \) with syndrome \((S_1, S_3, S_5, S_7)\) where \( S_1 \neq 0 \) such that
\[ L = S_3^2 + S_1^6 + S_1S_5 + S_3, \text{ Tr} \left( \frac{S_5 + S_3S_1^2}{a(S_3S_1 + S_1^4)} \right) = 1 \text{ and } \text{ Tr} \left( \frac{a}{S_1} \right) = 1 \] then \( S \) is a coset of weight 5, where \( \sigma_2 = \frac{S_5 + S_3S_1^2}{S_3 + S_1^3} \)

Proof: Since \( S \) is a coset with syndrome \((S_1S_3S_5S_7)\) where \( S_1 \neq 0 \) there-
fore the weight of coset is at least one. We observe from the trace condition $S_3 \neq S - 1^3$ that the coset S has weight at least 2. From trace condition $Tr(\frac{S_5 + S_3 S_1^3}{a(S_3 S_1 + S_1^4)}) = 1$ we observe that the roots of locator polynomial for $w = 2$ are not in $GF(2^m)$ this implies $W \neq 2$ further condition $L = 0$ informs us that locator polynomial does not have weight $W = 3$ that is $W \neq 3$. Therefore, we make an assumption that the coset S has weight 4 and we will prove by contradiction that S has at least weight 5. The coset leader of $W = 4$ has locator polynomial

$$\sigma(z) = Z^4 + \sigma_1 Z^3 + \sigma_2 Z^2 + \sigma_3 Z + \sigma_4$$

$$S_1 = \sigma_1$$

$$S_3 = S_1^3 + \sigma_2 S_1 + \sigma_3$$

(9)

$$S_5 = S_1^5 + \sigma_2 S_3 + \sigma_3 S_1^2 + \sigma_4 S_1$$

(10)

$$S_7 = S_1^7 + \sigma_2 S_5 + \sigma_3 S_1^4 + \sigma_4 S_3$$

(11)

From (11) and (12) \(\sigma_4 = (S_7 + S_5 S_1^2) + \sigma_2 \frac{S_5 + S_3 S_1^2}{S_3 + S_1^3}\)

The four distinct zeros of Locator polynomial $\sigma(z) = Z^4 + \sigma_1 Z^3 + \sigma_2 Z^2 + \sigma_3 Z + \sigma_4$ in $G(2^m)$ can be written as $\sigma(z) = \left[Z^2 + aZ + b\right] \left[Z^2 + (a + S1)Z + c\right]$

Comparing the coefficient we get

\(\begin{align*}
\sigma_1 &= a + a + S_1 \\
\sigma_2 &= c + a^2 + S_1 a + b \\
\sigma_3 &= a b + b S_1 + a c \\
\sigma_4 &= b c \\
b &= \frac{\sigma_4}{c}
\end{align*}\)

After calculating we get

\[\begin{align*}
d &= \frac{\sigma_4 \overline{S_1}}{\sigma_3 + a(\sigma_2 + a^2 + S_1 a)} \quad \text{and} \quad b = \frac{\sigma_3 + a(\sigma_2 + a^2 + S_1 a)}{S_1}
\end{align*}\]

We know that the equation $Z^2 + aZ + b$ must have two distinct zeros in $GF(2^m)$ if $Tr \frac{b}{c^2} = 0$

\[\begin{align*}
Tr \frac{b}{c^2} &= Tr \frac{\sigma_3 + a(\sigma_2 + a^2 + S_1 a)}{S_1 a^2} \\
&= Tr \frac{S_3 + S_1^3 + S_1(S_5 + S_3 S_1^2/S_3 + S_1^3) + a(S_5 + S_3 S_1^2/S_3 + S_1^3 + a^2 + a S_1)}{S_1 a^2} \\
&= Tr \frac{S_3^2 + S_1^3 + S_1 S_5 + S_3 S_1^2}{S_3 + S_1^3 S_1 a^2} + Tr \frac{S_5 + S_3 S_1^3}{a(S_3 S_1 + S_1^4)} + Tr \frac{a}{S_1} + Tr(1) \\
&= Tr \frac{L}{(S_3 + S_1^3)S_1 a^2} + Tr \frac{S_5 + S_3 S_1^3}{a(S_3 S_1 + S_1^4)} + Tr \frac{a}{S_1} + Tr(1)
\end{align*}\]
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\[ = 0 + Tr \frac{S_5 + S_3 S_1^3}{a(S_3 S_1 + S_1^4)} + Tr \frac{a}{S_1} + Tr(1) \]
\[ = 1 + 1 + 1 \]
\[ = 1 \]

Here \( Tr \frac{b}{a^2} = 1 \) this implies contradiction hence we observe that weight of the coset is at least five.

**Theorem 2:** The coset \( S \) with syndrome \((S_1 S_3 S_5 S_7)\) where \( S_1 \neq 0 \) such that \( M = S_3 S_5 + S_3^2 S_1 + S_3 S_1^4 + S_1 S_7 = 0 \), \( Tr \frac{S_7 + S_3 S_1^2}{a(S_5 + S_1 S_3)} = 1 \) and \( Tr \frac{a}{S_1} = 1 \) then \( S \) is a coset of weight 5, where \( \sigma_2 = \frac{S_7 + S_3 S_1^2}{S_5 + S_1 S_3} \)

**Proof:** The proof is similar as theorem 1.

**Theorem 3:** The coset \( S \) with syndrome \((S_1 S_3 S_5 S_7)\) where \( S_1 \neq 0 \) such that \( N = S_3 S_5 + S_3 S_1^3 + S_1 S_7 + S_1^8 = 0 \), \( Tr \frac{S_7 + S_3 S_1^4}{a(S_5 + S_1^3)} = 1 \) and \( Tr \frac{a}{S_1} = 1 \) then \( S \) is a coset of weight 5, where \( \sigma_2 = \frac{S_7 + S_3 S_1^4}{S_5 + S_1^5} \)

**Proof:** The proof is similar as above theorem 1.

## 3 Comparison of Different Cosets of length \( 2^m - 1, 2^m \) and \( 2^m + 1 \)

The distribution of coset for extended BCH codes of length \( N = 2^m + 1 \) has minimum distance 9. In this section we determine the coset distribution of the triple error correcting BCH Codes. Denote by \( B \) the extended binary BCH code of length \( N = 2^m + 1 \) whose parity check matrix \( H \) is defined as:

\[
\begin{pmatrix}
1 & 0 & 0 & 0 & 0 & 0 & \cdots & 0 \\
0 & 1 & 1 & 1 & 1 & \cdots & 1 \\
0 & 0 & 1 & \alpha & \alpha^2 & \cdots & \alpha^{n-1} \\
0 & 0 & 1 & \alpha^3 & \alpha^6 & \cdots & \alpha^{3(n-1)} \\
0 & 0 & 1 & \alpha^5 & \alpha^{10} & \cdots & \alpha^{5(n-1)}
\end{pmatrix}
\]

Where \( \alpha \) has an order of \( n = 2^m - 1 \) in \( GF(2^m) \) and syndrome has 6-tuple \((S_0, S_1, S_3, S_5, S_7)\). Denote by \( A_i \) the number of cosets of \( B \) of weight \( i \) since \( B \) is an extended code such that the covering radius of \( B \) is 6:

\[
\sum_{i=1}^{7} A_i = 2N^4 \quad \text{and} \quad \sum_{i=0}^{3} A_{2i} = 1
\]

\[B_0 + B_2 + B_6 + B_8 = N^4 \quad \text{(13)}\]
\[B_1 + B_3 + B_5 + B_7 = N^4 \quad \text{(14)}\]

We will assume that \( B_0 = 1 \) and \( B_i = nc_i \) for \( i = 1, 2, 3, 4 \).
From (13) we get \( B_6 = N^4 - 1 - \frac{N(N - 1)}{2} - \frac{N(N - 1)(N - 2)(N - 3)}{24} \)

Therefore \( B_6 = \frac{5N^4 + 6N^3 - 14N^2 + 3N - 6}{24} \)

From (14) \( N + \frac{N(N - 1)(N - 2)}{6} + B_5 + B_7 = N^4 \)

We know that any coset of weight 7 of the code \( B \) of length \( N = 2^m + 1 \) is reduced to a coset of weight 6 of the corresponding code of length \( n = 2^m \)

therefore \( B_7 = \Gamma_6 \) i.e. \( B_7 = \frac{4N(N - 2)}{3} \)

\( B_5 = \frac{N(6N^3 - N^2 - 5N + 8)}{6} \)

**Theorem 4**: Let \( A_i \) denote the number of cosets with a coset leader of weight \( i \) in the extended 3-error correcting binary BCH Code of length \( N = 2^m + 1 \) then coset distribution of \( B \) is given where value of \( m \) should be equal or greater than 8.

Proof \( B_0 = 1 \)

\( B_1 = N \)

\( B_2 = \frac{N(N - 1)}{2} \)

\( B_3 = \frac{N(N - 1)(N - 2)}{6} \)

\( B_4 = \frac{N(N - 1)(N - 2)(N - 3)}{24} \)

\( B_5 = \frac{N(6N^3 - N^2 - 5N + 8)}{24} \)

\( B_6 = \frac{5N^4 + 6N^3 - 14N^2 + 3N - 6}{6} \)

\( B_7 = \frac{4N(N - 2)}{3} \)

In the following tables we compared the number of cosets of BCH codes and extended BCH codes with different length of \( 2^n - 1, 2^m \) and \( 2^m + 1 \). The coset distribution for \( n = 2^n - 1, 2^m \) are calculated by Charpin Helleseth and Zinoviev [2] in tables for \( m = 5, 6, \) and \( 7 \) they conclude that \( \Gamma_6 = K_5 \). but these tables are not true for these values. We showed that these tables are true for \( m = 8, 9 \) and \( 10 \) and further we compared the two tables with our results. It is obvious from tables that \( K_5 = A_6 = B_7 \) for \( m = 8, 9 \) and \( 10 \).
In this work we discussed the locator polynomials and distribution of the cosets in extended Binary Triple error correcting BCH codes. We also find the coset distribution of BCH codes of length \( n = 2^m + 1 \) with minimum distance 9 and compared it with previous known results of Charpin, Helleseth and Zinoviev. Comparison of cosets distribution for \( m = 8, 9 \) and 10 is shown in Table 1, Table 2 and Table 3. Further study on the locator polynomial of weight 6 and 7 is a challenging research problem that may lead to other interesting
connection.
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