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Abstract

In this paper we study the existence and the controllability of fractional evolution integrodifferential systems in Banach spaces. The results are obtained with the help of resolvent operators, fractional calculus and a fixed point analysis approach.
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1 Introduction

In the recent years, the studies of fractional differential equations and control problems have attracted the attention of many mathematician and physicists. A large amount of literature developed concerning fractional differential equations [2, 4, 7, 8], and their controllability [2] to investigated various scientific models. Motivated by the fact that many partial fractional differential and integrodifferential equations can be converted into fractional equations in some Banach spaces [1, 5, 13], we feel that there is a real need to discuss the controllability problem of fractional order systems in abstract spaces [13].

In this paper, we study the existence and controllability result with the help of resolvent operators.
This work is organized as follows: Section 2 gives the preliminaries for the paper. In Sections 3, the existence result of the fractional integrodifferential systems with the help of resolvent operators is studied. In Sections 4 the controllability of the fractional integrodifferential control systems is investigated via the Banach fixed point theorem. The last Section is devoted to an illustrated example.

2 Preliminaries

In this section we give some basic definitions and results about fractional calculus and resolvent operators.

**Definition 2.1 ([1, 9])** A real function \( f(t) \) is said to be in the space \( C_\alpha, \alpha \in \mathbb{R} \) if there exists a real number \( p > \alpha \) such that \( f(t) = t^p g(t) \), where \( g \in C[0, \infty] \) and it is said to be in the space \( C^m_\alpha \) if \( f^{(m)} \in C_\alpha, m \in \mathbb{N} \).

**Definition 2.2 ([1, 9])** The Riemann-Liouville fractional integral operator of order \( \beta > 0 \) of function \( f \in C_\alpha, \alpha \geq -1 \) is defined as
\[
I^\beta f(t) = \frac{1}{\Gamma(\beta)} \int_0^t (t - s)^{\beta - 1} f(s)ds.
\]

**Definition 2.3 ([1, 9])** if the function \( f \in C^{m-1}_\alpha \) and \( m \) is a positive integer, then we can define the fractional derivative of \( f(t) \) in the Caputo sense as
\[
\frac{d^\alpha f(t)}{dt^\alpha} = \frac{1}{\Gamma(m - \alpha)} \int_0^t (t - s)^{m - \alpha - 1} f^{(m)}(s)ds, \quad m - 1 < \alpha \leq m.
\]
If \( 0 < \alpha \leq 1 \), then \( \frac{d^\alpha f(t)}{dt^\alpha} = \frac{1}{\Gamma(1-\alpha)} \int_0^t \frac{f'(s)}{(t-s)^\alpha}ds \), where \( f' (s) = \frac{df(s)}{ds} \) and \( f \) is an abstract function with values in \( X \).

Let \( X \) be a Banach space and the symbol \( \| \cdot \| \) denotes the norm of all spaces and bounded linear operators considered in this work, it is also denotes the sup-norm of any bounded continuous function.

**Definition 2.4 ([10])** A two parameter family of bounded linear operators \( U(t, s), 0 \leq s \leq t \leq T \), on \( X \) is called an evolution system if the following two conditions are satisfied.

(i) \( U(t, t) = I, U(t, r)U(r, s) = U(t, s) \) for \( 0 \leq s \leq r \leq t \leq T \),

(ii) \( (t, s) \rightarrow U(t, s) \) is strongly continuous for \( 0 \leq s \leq t \leq T \).
In the section 3, we consider the nonautonomous semilinear evolution fractional integrodifferential system of the form
\[
\frac{d^\alpha x(t)}{dt^\alpha} = A(t)x(t) + f \left( t, x(t), \int_0^t h(t, s, x(s))ds \right),
\] (2.1)
x(0) = x_0, \tag{2.2}
\]
where \( t \in J := [0, b] \), \( 0 < \alpha < 1 \), the state \( x(\cdot) \) takes values in the Banach space \( X \), \( x_0 \in X \). Here the family \( \{A(t)\}_{t \in J} \) is a closed linear operator on \( X \) with dense domain \( D(A) \) which is independent of \( t \) and generates an evolution operators in the Banach space \( X \). The nonlinear operators \( h : \Delta \times X \to X \) and \( f : J \times X \times X \to X \) are given function and \( \Delta = \{(t, s) \mid 0 \leq s \leq t \leq b\} \).

In the section 4, we consider the semilinear evolution fractional integrodifferential control system of the form
\[
\frac{d^\alpha x(t)}{dt^\alpha} = A(t)x(t) + f \left( t, x(t), \int_0^t h(t, s, x(s))ds \right) + Bu(t),
\] (2.3)
x(0) = x_0, \tag{2.4}
\]
where the control function \( u(\cdot) \) is given in \( L^2(J, U) \), a Banach space of admissible control functions with \( U \) as a Banach space and \( B \) is a bounded linear operator from \( U \) to \( X \).

**Definition 2.5 ([11, 12])** A resolvent operator for equations (2.1)–(2.4) is a bounded operator valued function \( R(t, s) \in B(X) \), \( 0 \leq s \leq t \leq b \), the space of bounded linear operators on \( X \), having the following proprieties.

(i) \( R(t, s) \) is strongly continuous in \( s \) and \( t \), \( R(t, t) = I \), \( 0 \leq t \leq b \), \( \|R(t, s)\| \leq Me^{\beta(t-s)} \) for some constants \( M \) and \( \beta \).

(ii) \( R(t, s)Y \subset Y \), \( R(t, s) \) is strongly continuous in \( s \) and \( t \) on \( Y \).

(iii) For \( x \in X \), \( R(t, s)x \) is continuously differentiable in \( s \in [0, b] \) and
\[
\frac{\partial R}{\partial s}(t, s)x = -R(t, s)A(s)x.
\]

(iv) For \( x \in X \) and \( s \in [0, b] \), \( R(t, s)x \) is continuously differentiable in \( t \in [s, b] \) and
\[
\frac{\partial R}{\partial t}(t, s)x = A(t)R(t, s)x,
\]
with \( \frac{\partial R}{\partial s}(t, s)x \) and \( \frac{\partial R}{\partial t}(t, s)x \) strongly continuous on \( 0 \leq s \leq t \leq b \). Here \( R(t, s) \) can be extracted from the evolution operator of the generator \( A(t) \). The resolvent operator is similar to the evolution operator for nonautonomous differential equations in a Banach space. It will not, however, be an evolution operator because it will not satisfy an evolution or semigroup property. Because a number of results follow directly from the definition of the resolvent operator.
The following definition is similar to the concept defined in [1, 10, 11]

**Definition 2.6** A continuous function \( x(\cdot) : J \to X \) is said to be a mild solution of the problem (2.1)–(2.2) on \( J \), if it satisfies the following integral equation

\[
x(t) = R(t, 0)x_0 + \frac{1}{\Gamma(\alpha)} \int_0^t (t - s)^{\alpha-1} R(t, s) f\left(s, x(s), \int_0^s h(s, \tau, x(\tau)) d\tau\right) ds.
\]

**Definition 2.7 ([1, 3])** The system (2.3)–(2.4) is said to be controllable on the interval \( J \), if for every \( x_0, x_1 \in X \), there exists a control \( u \in L^2(J, U) \) such that the mild solution \( x(t) \) of (2.3)–(2.4) corresponding to \( u \) satisfies \( x(b) = x_1 \).

We shall make the following hypotheses

(H1) \( f : J \times X \times X \to X \) is continuous and there exists constants \( M_1, M_2 > 0 \), such that for all \( x_i, y_i \in X, i = 1, 2 \) we have

\[
\|f(t, x_1, y_1) - f(t, x_2, y_2)\| \leq M_1 \left[ \|x_1 - x_2\| + \|y_1 - y_2\| \right],
\]

and

\[
M_2 = \max_{t \in J} \|f(t, 0, 0)\|.
\]

(H2) \( h : \Delta \times X \to X \) is continuous and there exists constants \( L_1, L_2 > 0 \), such that for all \( x_1, x_2 \in X \) we have

\[
\|h(t, s, x_1) - h(t, s, x_2)\| \leq L_1 \|x_1 - x_2\|,
\]

and

\[
L_2 = \max_{t, s \in \Delta} \|h(t, s, 0)\|.
\]

(H3) Denote \( M = \max_{t, s \in J} \|R(t, s)\| \) for \( s < t \).

(H4) Let \( M \|x_0\| + \gamma M N_1 \leq n \) for some \( n > 0 \), where \( N_1 = M_1 (n + nL_1b + L_2b) + M_2 \), \( \gamma = \frac{b^\alpha}{\Gamma(\alpha+1)} \) and \( p_1 = \gamma M [M_1 + M_1L_1b] \) be such that \( 0 \leq p_1 < 1 \).

Under these assumptions, we can prove the existence of mild solutions.
3 Existence result

**Theorem 3.1** Let assumptions (H1)-(H4) be satisfied. Then for every \( x_0 \in X \), problem (2.1)-(2.2) has a mild solution on \( J \).

**Proof** As in [11], we let \( x_0 \in X \) be fixed and let \( Z = C(J, X) \) be the Banach space of all continuous functions from \( J \) into \( X \) with sup-norm and \( Z_n = \{ x \mid x \in Z, x(0) = x_0, \|x(t)\| \leq n, \text{ for } t \in J \} \). Define an operator \( \Phi : Z_n \rightarrow Z_n \) by

\[
\Phi x(t) = R(t, 0) x_0 + \frac{1}{\Gamma(\alpha)} \int_0^t (t-s)^{\alpha-1} R(t, s) f(s, x(s), Hx(s)) \, ds,
\]

where \( Hx(s) = \int_0^s h(s, \tau, x(\tau)) \, d\tau \).

First we show that \( \Phi \) maps \( Z_n \) into itself. For \( x \in Z_n \)

\[
\| \Phi x(t) \| \leq \| R(t, 0) x_0 \| + \frac{1}{\Gamma(\alpha)} \int_0^t (t-s)^{\alpha-1} \| R(t, s) \| \| f(s, x(s), Hx(s)) \| \, ds \\
\leq \| R(t, 0) x_0 \| + \frac{1}{\Gamma(\alpha)} \int_0^t (t-s)^{\alpha-1} \| R(t, s) \| \times \left[ \| f(s, x(s), Hx(s)) - f(s, 0, 0) \| + \| f(s, 0, 0) \| \right] \, ds \\
\leq M \| x_0 \| + \frac{1}{\Gamma(\alpha + 1)} b \alpha M \left( M_1 (n + nL_1 b + L_2 b) + M_2 \right) \\
\leq M \| x_0 \| + \gamma MN_1 \\
\leq n.
\]

Therefore \( \Phi \) maps \( Z_n \) into itself. Now for \( x, y \in Z_n \) we have

\[
\| \Phi x(t) - \Phi y(t) \| \leq \frac{1}{\Gamma(\alpha)} \int_0^t (t-s)^{\alpha-1} \| R(t, s) \| \| f(s, x(s), Hx(s)) - f(s, y(s), Hy(s)) \| \, ds \\
\leq \frac{M}{\Gamma(\alpha)} \int_0^t (t-s)^{\alpha-1} \, ds [M_1 + M_1 L_1 b] \| x - y \| \\
\leq \frac{M b^\alpha}{\Gamma(\alpha + 1)} [M_1 + M_1 L_1 b] \| x - y \|,
\]

Thus

\[
\| \Phi x - \Phi y \| \leq \gamma M [M_1 + M_1 L_1 b] \| x - y \| = p_1 \| x - y \|.
\]

which implies that \( \Phi \) is a contraction on \( Z_n \) by assumption (H4).
4 Controllability result

For all \( x_0 \in X \) and admissible control \( u \in L^2(J,U) \), system (2.3)-(2.4) admits a mild solution given by

\[
x_u(t) = R(t,0)x_0 \\
+ \frac{1}{\Gamma(\alpha)} \int_0^t (t-s)^{\alpha-1} R(t,s) \left[ Bu(s) + f(s,x(s),Hx(s)) \right] ds.
\]

To prove the controllability result, we further consider the following additional conditions.

(H5) The bounded linear operator \( W : L^2(J,U) \to X \) defined by

\[
Wu = \frac{1}{\Gamma(\alpha)} \int_0^b (b-s)^{\alpha-1} R(b,s) Bu(s) ds,
\]

has an induced inverse operator \( \tilde{W}^{-1} \) which takes values in \( L^2(J,U)/\ker W \) and there exists constants \( K_1, K_2 > 0 \), such that \( \| B \| \leq K_1 \) and \( \| \tilde{W}^{-1} \| \leq K_2 \).

(H6) Let \( M \| x_0 \| + \gamma MK_1K_2 \| x_1 \| + M \| x_0 \| + \gamma M N_2 + \gamma M N_2 \leq k \) for some \( k > 0 \), where \( N_2 = M_1 (k + kL_1b + L_2b) + M_2 \) and \( \gamma = \frac{k_0}{\Gamma(\alpha+1)} \).

(H7) \( p_2 = \gamma MM_1 \left[ MK_1K_2\gamma + 1 \right] \left[ 1 + L_1b \right] \) be such that \( 0 \leq p_2 < 1 \).

**Theorem 4.1** If the hypotheses (H1)-(H3) and (H5)-(H7) are satisfied, then the control system (2.3)-(2.4) is controllable on \( J \).

**Proof** Let \( Z_k = \{ x \mid x \in Z, x(0) = x_0, \| x(t) \| \leq k \}, \) for \( t \in J \}. \) Define an operator \( \Omega : Z_k \to Z_k \) by

\[
\Omega x_u(t) = R(t,0)x_0 + \frac{1}{\Gamma(\alpha)} \int_0^t (t-\eta)^{\alpha-1} R(t,\eta) B\tilde{W}^{-1} \left[ x_1 - R(b,0)x_0 \\
- \frac{1}{\Gamma(\alpha)} \int_0^b (t-s)^{\alpha-1} R(b,s) f(s,x(s),Hx(s)) ds \right] (\eta) d\eta \\
+ \frac{1}{\Gamma(\alpha)} \int_0^t (t-s)^{\alpha-1} R(t,s) f(s,x(s),Hx(s)) ds.
\]

Using the hypothesis (H5), for an arbitrary function \( x(\cdot) \) choose the control

\[
u(t) = \tilde{W}^{-1} \left[ x_1 - R(b,0)x_0 \\
- \frac{1}{\Gamma(\alpha)} \int_0^b (t-s)^{\alpha-1} R(b,s) f(s,x(s),Hx(s)) ds \right] (t).
\]
Using this control we shall show that the operator $\Omega$ has a fixed point. This fixed point is then a solution of the control problem (2.3)--(2.4). Clearly $\Omega x(b) = x_1$, which means that the control $u$ steers the system (2.3)--(2.4) from initial state $x_0$ to $x_1$ in time $b$ provided we can obtain a fixed point of the operator $\Omega$. As in [1, 11] we first show that $\Omega$ maps $Z$ into itself. Now, for $t, s, \gamma \in Z$, we have

$$\| \Omega x(t) - \Omega y(t) \| \leq \frac{b^\alpha}{\Gamma(\alpha + 1)} \int_0^t (t - \eta)^{\alpha - 1} \| R(t, \eta) \| B \| W^{-1} \|
\times \left[ \| x_1 \| + \| R(b, 0) x_0 \| + \frac{1}{\Gamma(\alpha)} \int_0^b (b - s)^{\alpha - 1} \| R(b, s) \|
\times \left[ \| f(s, x(s), Hx(s)) \| + \| f(s, 0, 0) \| \right] ds \right] d\eta
\leq \frac{b^\alpha}{\Gamma(\alpha + 1)} M [M_1 + M_1 L_2 \| x - y \|]
\leq \gamma M K_1 K_2 [\| x_1 \| + M \| x_0 \| + \gamma MN_2 + \gamma MN_2]
\leq k.$$
Thus
\[ \| \Omega x - \Omega y \| \leq p_2 \| x - y \| . \]

From assumption (H7), we find that \( \Omega \) is a contraction mapping on \( Z_k \) and hence there exists a unique fixed point \( x \in Z_k \). Any fixed point of \( \Phi \) is a Mild solution of (2.3)–(2.4) which satisfies \( x(b) = x_1 \). Thus, system (2.3)–(2.4) is controllable on \( J \).

5 Example

In this section we present an example to illustrate our main results. Let us consider the following nonlinear partial integrodifferential equation of the form

\[
\frac{\partial^\alpha}{\partial t^\alpha} z(t, y) = a(t, y) \frac{\partial^2}{\partial t^2} z(t, y) + \mu(t, y) + \mu_1 \left( t, z(t, y), \int_0^t \mu_2(t, s, z(t, y)) \, ds \right),
\]

\[ z(0, y) = z_0(y), \quad 0 < y < 1, \]

\[ z(t, 0) = z(t, 1), \quad t \in J = [0, 1], \]

where \( 0 < \alpha < 1, a \) and \( \mu : J \times [0, 1] \rightarrow [0, 1] \) are continuous functions. Assume that nonlinear functions \( \mu_1, \mu_2 \) satisfy the following Lipschitz conditions

\[
\| \mu_1(t, v_1, w_1) - \mu_1(t, v_2, w_2) \| \leq W_1 [ \| v_1 - v_2 \| + \| w_1 - w_2 \| ],
\]

\[
\| \mu_2(t, s, w_1) - \mu_2(t, s, w_2) \| \leq W_2 \| v_1 - v_2 \| .
\]

where \( W_1, W_2 > 0, v_i, w_i \in X, i = 1, 2 \).

Now, let us take \( X = U = L^2[0, 1] \), and define \( A(t) : X \rightarrow X \) by

\[ (A(t)w)(y) = a(t, y)w'', \]

with domain \( D(A) = \{ w \in X | w, w'' \text{ are absolutely continuous, } w'' \in X, w(0) = w(1) = 0 \} \), generates an evolution system (see [11, 12]), such that \( R(t, s) \leq k, k > 0 \) for \( s < t \).

Let \( Bu : J \rightarrow X \) be defined by

\[ (Bu)(t)(y) = \mu(t, y), \quad y \in (0, 1). \]

Assume that the linear operator \( W \) is given by

\[ (Wu)(y) = \frac{1}{\Gamma(\alpha)} \int_0^b (t - s)^{\alpha - 1} R(b, s) \mu(s, y) \, ds, \quad y \in (0, 1), \]
has a bonded invertible operator $\tilde{W}^{-1}$ in $L^2(J, U)/\ker W$.

With the choice of $A, B, h$ and $f$, we see that Eqs. (2.3)–(2.4) is the abstract formulation of Eqs. (5.1)–(5.3).

Further, all the conditions states in theorem 4.1 are satisfied. Hence, system (5.1)–(5.3) is controllable on $J$.
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