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Abstract

To improve forecasting accuracy and reliability, a combined model based on a favorable technique of “decomposed and ensemble” and a multivariate method of Dynamic Regression was proposed for forecasting water consumption data series. For the Dynamic Regression model, rainfall data was treated as the exogenous variable. The proposed combined model involved three main steps: first, water consumption and rainfall data series were decomposed into two Intrinsic Mode Functions (IMFs) using Fast Ensemble Empirical Mode Decomposition (FEEMD), then for each IMF of the separated data, the IMFs were predicted using Dynamic Regression, and lastly all the predicted IMFs were aggregated as the ensemble and forecasting process. By comparing the proposed combined FEEMD-DR model and the single model of Dynamic Regression, the results revealed that the FEEMD-DR model improved the forecasting accuracy for water consumption data series.
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1 Introduction

Water scarcity is increasingly becoming a variable of interest due to the increasing severity of climate change [1]. Unpredictable rainfall patterns make water a resource that is insufficient in many countries. Therefore, the forecasting
of water demand and supply has become one of the important endeavors for many countries.

For the purpose of water consumption modeling and forecasting, various methods have been proposed in previous researches such as by Makki et al. [1] which modeled and forecasted end-use water consumption using ADHEUC model. Romano and Kapelan [2] suggested forecasting a smart water distribution system using Artificial Neural Network (ANN) and evolutionary system. Brentan et al. [3] investigated short-term water demand forecast in Branca, Brazil, using a hybrid of support vector regression and Fourier time series for building a base prediction of water demand. Lomet et al. [4] applied statistical modeling for real domestic hot water consumption forecasting. Mamade et al. [5] implemented a spatial and temporal method for forecasting water consumption at District Metered Area (DMA) level with extensive measurements. Candelieri and Archetti [6] demonstrated time series clustering for the daily water pattern and applied support vector regression model that acted as a regression model in predicting each clustered daily water pattern.

The forecasting techniques reviewed above are complex and time-consuming [7]. In this study, we propose a combined “decomposed and ensemble” with multivariate method, namely FEEMD-DR model, for forecasting water consumption in Malaysia. The proposed FEEMD-DR model only needs three forecasting procedures: first was to apply Fast Ensemble Empirical Mode Decomposition (FEEMD) to decompose water consumption and rainfall time series data into two different Intrinsic Mode Functions (IMFs), then each IMF of the water consumption and rainfall data series was fitted into the Dynamic Regression model, and lastly the predicted IMFs were aggregated and made into the forecasting model. The monthly water consumption and rainfall data sets in Malaysia were collected and deployed to evaluate the effectiveness of the proposed forecasting technique.

The rest of the paper is organized as follows: Section 2 briefly introduces the methodology of the single model of Dynamic Regression and the combined model of FEEMD-DR, Section 3 introduces the water consumption and rainfall data series as well as the modeling and forecasting procedures for water consumption data series using DR and FEEMD-DR, then Section 4 presents the forecasting results using DR and FEEMD-DR, and Section 5 concludes the paper.

2 Methodology

2.1 Dynamic Regression

The general notation for the Dynamic Regression model can be described as follows:

$$y_t = \beta_0 + \beta_1 x_{1,t} + \cdots + \beta_k x_{k,t} + e_t$$  \hfill (1)
where \( y_t \) is the linear function of \( k \) predictor variables of \( x_{1,t}, \ldots, x_{k,t} \), \( \beta_0, \beta_1, \ldots, \beta_k \) is the parameter estimation, and \( e_t \) is the assuming uncorrelated error term. When \( e_t = n_t \), the error series \( n_t \) follow the ARIMA model [8]. If the data series have seasonality, then the SARIMA model is used for error series.

2.2 Fast Ensemble Empirical Mode Decomposition (FEEMD)

In building the FEEMD algorithm, there were two conditions which the IMFs had to meet [9]:
1) The number of zero points and the number of extreme points are equal or differ at most by one for the whole data sets.
2) The mean values of the upper and lower envelopes at any point must be zero.

Hence, the decomposition of the IMFs follows the following basic steps:
1) Set the ensemble number and the amplitude of the added white noise.
2) Add a white noise series to the targeted data with the selected amplitude and let the generated series be \( x(t) \).
3) Use the cubic spline interpolation to link local maxima points and local minima points of \( x(t) \) and obtain the upper and lower envelopes, respectively.
4) Calculate the mean curve \( m_{11}(t) \) of the upper and lower envelopes and appoint the difference between \( x(t) \) and \( m_{11}(t) \) as \( h_{11}(t) \):

\[
h_{11}(t) = x(t) - m_{11}(t)
\]

If \( h_{11}(t) \) meets the two aforementioned conditions, it is regarded as the pioneer IMF or else, it is seen as an original series and thus repeated into the above processes until \( h_{1k}(t) \) satisfies the requirements of becoming an IMF. Here, \( c_1(t) = h_{1k}(t) \).

\[
h_{12}(t) = h_{11}(t) - m_{12}(t)
\]

\[
h_{13}(t) = h_{12}(t) - m_{13}(t)
\]

\[
\vdots
\]

\[
h_{1k}(t) = h_{1(k-1)}(t) - m_{1k}(t)
\]

Notice that \( m_{ik} \) represents the mean curve formed at the \( k \)-th step of subtractions like Equation (3) for the purpose of obtaining the \( i \)-th IMF (\( c_i \)). Similarly, \( h_{ik} \) represents the component formed at the \( k \)-th step of subtractions like Equation (3) for the purpose of gaining the \( i \)-th IMF (\( c_i \)).

Standard deviation (SD) is used as a stopping criterion for the subtraction process. The sifting process is stopped when the SD value falls into range [0.2, 0.3] and outputs the IMF.
\[
SD = \sum_{t=1}^{N} \frac{|h_{1}(k-1)(t) - h_{1}(t)|^2}{(h_{1}(k-1)(t))^2}
\]

(4)

5) Regard the residual \( r_{1}(t) \) after extracting \( c_{1}(t) \) from \( x(t) \) as a new series and repeat the above process to separate \( c_{2}(t) \) from it until \( r_{n}(t) \) becomes a monotonic function.

\[
r_{1}(t) = x(t) - c_{1}(t),
\]

\[
r_{2}(t) = r_{1}(t) - c_{2}(t),
\]

\[
r_{3}(t) = r_{2}(t) - c_{3}(t),
\]

...

Finally, \( x(t) \) is expressed as:

\[
x(t) = \sum_{i=1}^{n} c_{i}(t) + r_{n}(t)
\]

(5)

where \( c_{i}(t)(i = 1,2,\cdots,n) \) are \( N \) IMFs and \( r_{n}(t) \) is a residual. For FEEMD, \( r_{n}(t) \) is regarded as a monotonic function. We set the IMF for two iterations only, where the second IMF follows closely the trend of the actual data series. This is because the steps of building EEMD suggested by Wu and Huang [9] may be time consuming in decomposing IMFs. These forecasting steps have minimal procedure, yet improve forecast accuracy.

2.3 FEEMD-DR Model

The main purpose of this study was to forecast water consumption data using FEEMD-DR model. The steps in building the combined FEEMD-DR model are as follows:

Step 1: Decompose the original water consumption and rainfall data series using the FEEMD algorithm. In this study, the targeted number of IMFs for both water consumption and rainfall data series was two.

Step 2: For each IMF, predict the IMF series using the Dynamic Regression model; this step is known as IMF-DR.

Step 3: Aggregate all the predicted IMF-DR series and forecast the series.

2.4 Mean Average Percentage Error (MAPE)

To investigate the forecasting performance between the DR and FEEMD-DR models, the MAPE criterion was adopted. The detailed equation for MAPE is as follows:

\[
MAPE = \frac{1}{N} \sum_{t=1}^{N} \left| \frac{A_{t} - F_{t}}{A_{t}} \right|
\]

(6)

where \( N \) is the number of samples in the forecasted series, \( A_{t} \) is the actual data series, and \( F_{t} \) is the forecasted data series.
3 Data Series

Figure 1: Time series plot of water consumption (mld) and rainfall (mm)

Figure 1 shows the time series plot of the water consumption and rainfall data. The water consumption data were measured in million liters per day (mld) and the rainfall data were measured in millimeter (mm). The data were plotted in Figure 1 which shows the monthly seasonality of approximately five years. The data set had 60 observations, corresponding to the period of January 2011 to December 2015. Based on Figure 1, the water consumption indicates an unstable pattern where there are ups and downs of water frequency per month. For the rainfall data, it clearly shows a random pattern.

3.1 Forecasting Computation

The forecasting steps popularized by Pankratz [8] were deployed in this study in order to model and forecast the water consumption data using the Dynamic Regression model. First, we plotted the ACF and PACF for the water consumption and rainfall data (see Figure 2). From Figure 2, the ACF and PACF plots for the water consumption and rainfall data showed a non-stationary series. Second, the water consumption and rainfall data were differenced, i.e. $d_1 = 1$, to eliminate non-stationary series from the water consumption and rainfall data (see Figure 3). Then, we differenced the data once again and this time, seasonal differencing was applied, i.e. $D_1 = 1$ and $s = 12$, since there existed monthly seasonality pattern for the data series (see Figure 4). After the second differencing, both data series became stationary (see Figure 5).
This step basically involved building the SARIMA model. Then, an SAS coding was built in order to estimate the parameter for the predictor variable and SARIMA model.

Figure 2: ACF and PACF plots for water consumption and rainfall data
Figure 3: ACF and PACF plots for water consumption and rainfall data after \( d = 1 \)

Figure 4: ACF and PACF plots for water consumption and rainfall after \( D_1 = 1 \) and \( s = 12 \)
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Table 1 shows the parameter estimation for the predictor variable and SARIMA model.

Table 1: Parameter estimation for predictor variable and SARIMA model

<table>
<thead>
<tr>
<th>Seasonal ARIMA Model</th>
<th>Transfer Function Model</th>
</tr>
</thead>
<tbody>
<tr>
<td>Parameter</td>
<td>Estimate</td>
</tr>
<tr>
<td>$\theta_1$</td>
<td>-0.05135</td>
</tr>
<tr>
<td>$\phi_1$</td>
<td>1.39515</td>
</tr>
<tr>
<td>$\phi_{12}$</td>
<td>0.85901</td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
</tbody>
</table>

After estimating the parameters, the forecasting process occurred in the next step for the Dynamic Regression model. The DR model for the water consumption data is:

$$y_t = \frac{(-0.01872-0.02650 B)}{(0.19603B+0.47333B^{12})} x_t + \frac{(1.39515B+0.85901B^{12})}{(-0.05135B)} n_t$$  \hspace{1cm} (7)

3.2 FEEMD-DR Models Architecture

An algorithm using Matlab 2010 was built for the FEEMD-DR architecture. Figure 6 shows IMF1 and IMF2 for the water consumption and rainfall data series. From Figure 6, both IMF1s were in high frequency while IMF2s showed the actual smoothing trend of the data.
Next, the DR model was fitted for each IMF of water consumption. The IMF for rainfall was used as the exogenous variable for the IMF of water consumption. Table 2 presents the IMF-DR model for each IMF. From the table, the parameter estimation for each IMF was minimized since after FEEMD sifting process, the IMF was easy to fit into the DR model.

Table 2: IMF-DR models

<table>
<thead>
<tr>
<th>IMF</th>
<th>IMF-DR Models</th>
</tr>
</thead>
<tbody>
<tr>
<td>IMF1</td>
<td>( \overline{IMF1}_t = \frac{(-0.0026 - 0.00498B)}{(1 + 1.8536B + 1B^2)}x_t + (1 - B)n_t )</td>
</tr>
<tr>
<td>IMF2</td>
<td>( \overline{IMF2}_t = \frac{(-0.1052 - 0.04107B)}{(1 + 0.07626B + 0.97442B^2)}x_t + (1 + 0.84232B)n_t )</td>
</tr>
</tbody>
</table>

After fitting the IMF-DR model to each IMF, all the IMF-DR predicted equations were aggregated as follows:

\[
\overline{IMF} = \overline{IMF1} + \overline{IMF2}
\]  

(8)
4 Forecasting Results

As for the forecasting results, the data were divided into training (48 observations) and testing (12 observations) forecasts. Table 3 shows the forecasting results for the training and testing water consumption data sets using the single model of DR and the combined model of FEEMD-DR.

<table>
<thead>
<tr>
<th>Models</th>
<th>MAPE (%)</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Training</td>
<td>Testing</td>
<td></td>
</tr>
<tr>
<td>DR</td>
<td>2.1815</td>
<td>2.9474</td>
<td></td>
</tr>
<tr>
<td>FEEMD-DR</td>
<td>2.0461</td>
<td>2.3639</td>
<td></td>
</tr>
</tbody>
</table>

Figure 7 demonstrates the training and testing forecasts for the water consumption using DR and FEEMD-DR models.

Figure 7: Training and testing forecasts for water consumption using DR and FEEMD-DR models
From Figure 7, the combined FEEMD-DR model gave higher forecasting accuracy than the DR model. This was due to the sifting process of the FEEMD algorithm which differentiated the first IMF from second IMF. For the first IMF, the frequency was higher as compared to the second IMF. The different frequency of each IMF gave a predicted DR model that was closer to the water consumption’s actual data series.

5 Conclusions

In this study, a new combined FEEMD-DR model had been proposed for water consumption prediction. The forecasting performance between single Dynamic Regression model and combined FEEMD-DR model were compared. The forecasting results for the FEEMD-DR model were slightly better than the single DR model.
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