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Abstract

Data management is a crucial aspect in the Internet of Things (IoT) on Cloud. Big data is about the processing and analysis of large data repositories on Cloud computing. Traditional document summarization methods are restricted to summarize suitable information from the exploding IoT big data on Cloud. This paper proposes a big data (i.e., documents, texts) summarization method using the extracted semantic feature which it is extracted by distributed parallel processing of NMF based cloud technique of Hadoop. The proposed method can well represent the inherent structure of big documents set using the semantic feature by the non-negative matrix factorization (NMF). In addition, it can summarize the big data size of document for IoT using the distributed parallel processing based on Hadoop. The experimental results demonstrate that the proposed method can summarize the big data document comparing with the single node of summarization methods.
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1. Introduction

Various application areas of Internet of Things (e.g., Smart Cities, Smart Car and mobility, Smart Home and assisted living, Smart Industries, Public safety, Energy & environmental protection, Agriculture and Tourism, etc.) have received high attention. The goal of the IoT is to enable things to be connected anytime, anywhere, with anything and anyone ideally using any path/network and any service. A potential of IoT is estimated by a combination with related technology approaches and concepts such as Cloud computing, Future Internet, big data, robotics and Semantic technologies. Integrated environments of IoT have been taking up smartphone platforms and capable of running a multiplicity of user-driven applications and connecting various sensors and objects [1].

Data management is a crucial aspect in the Internet of Things on Cloud computing. When considering a world of objects interconnected and constantly exchanging all types of information, the volume of the generated data and the processes involved in the handling of those data become important. There are many technologies and factors involved in the data management within the IoT context. Some of the most relevant concepts of data management are data collection and analysis, big data, semantic sensor networking, virtual sensors, and complex event processing [1]. This paper focuses on the big document data (i.e., big text data) for data management of IoT on Cloud computing.

The expansion of Internet data (e.g., web pages, image and video application, social networks, mobile devices, apps, sensors, and so on), according to IBM, more than 2.5 quintillion byte per day, to the extent that 90% of the world’s data have been created over the past two years [1]. In addition, with the fast growth of the Internet access by user (i.e., smartphone, mobile devices, data of IoT, etc.), has increased the necessity of the information seeking from big data of IoT. However, it is difficult to find suitable information for user from Internet of Cloud environment. Summary information of Internet data can help to users, which the user can save time not only in deciding whether it is interesting or not but also in finding the information without having to read the full information with respect to big document data of IoT on Cloud.

Document summarization is the process of reducing the sizes of documents while maintaining their basic outlines. That is, it should distill the most important information (i.e., topics of document) from the document. The summarization method can involve either generic summaries or query-based summaries. A generic summary distills an overall sense of a document’s contents, whereas a query-based summary distills only the contents of a document that is relevant to a user’s query. It can also divide into single-document summarization or multi-document summarization according to the scope of the summary target. The purpose of multi-document summarization is to produce a single summary from a
set of related documents, whereas single-document summarization is intended to summarize only one document [2]. Traditional document summarization methods are restricted to summarize suitable information from the exploding Internet big data (i.e., SNS, email, message, blog, collection data of smartphone, etc.), since it have been studying for enhancing the summarization precision which it uses various statistical or natural language processing methods on single computer or server. In order to resolve the limitations of the traditional document summarizations for document size, this paper study a big document data summarization which the information is summarized by sentences extraction from a big document data of IoT on Cloud computing. The proposed method uses the extracted semantic feature of document by distributed parallel processing of NMF (i.e., distributed NMF) based cloud technique of Hadoop [3]. It can well represent the inherent structure of big data document set. In addition, it can summarize the big data document using the distributed parallel processing in connection with Hadoop of Cloud technique.

2. Related Works

2.1 Document Summarizations

Gong and Liu proposed summarization method using LSA (Latent Semantic Analysis). This method extracts the important sentence which has the largest index value with respect to the important singular vector by LSA [4]. Zha employed the mutual reinforcement principle (MRP) and sentence clustering for the generic summarization. Their method clusters sentences of documents into several topical groups by sentence clustering method. And then, sentences are extracted from each topical group by saliency scores using the MRP (i.e., modified LSA method) [5]. Yeh et al. proposed the summarization method using LSA and the text relationship map (TRM). Their method finds semantic sentences using LSA. TRM is constructed by the semantic sentences, and the important sentences are extracted by the number of links in TRM [6]. Li et al. extended the generic multi-document summarization using LSA for the query based document summarization [7]. Han et al. proposed a text summarization method using relevance feedback with query splitting (i.e., a query expansion process by splitting the initial query into several pieces) [8]. Diaz and Gervas proposed an item summarization method for the personalization of news delivery systems. The method uses three phrase-selection heuristics that build summaries using two generic summarizations and one personalized summarization depending on RF from news items [9]. Also, they proposed an automatic personalized summarization using a combination of generic and personalized methods. Their generic summarization methods combine the position method with the thematic word method. Their personalized method selects those sentences of a document that are most relevant to a given user model [10]. Kumar et al. generated personalized summaries using generic and user-specific methods based on proba-
bility. This method extracts the top ranking sentences by means of the generic sentence scoring and the user-specific sentence scoring [11]. Ko et al. proposed a web snippet generation method from web pages using PRF and a query-biased summarization based on the probability model [12]. Li and Chen extracted personalized text snippets using the probability sequence analysis and the hidden Markov model [13]. In our previous works [14, 15, 16], we proposed the document summarization methods using sentence ranking depending on the semantic features of the NMF. Our methods are can be divided into the generic document summarization using NMF [14], the multi-document summarization using clustering and NMF [15], and the personalized document summarization using pseudo relevance feedback and semantic feature [16]. However, these methods [4-16] are restricted by the big data document size and the summarization methods based on the single computer environment.

3. Non-negative Matrix Factorization Section

This section reviews NMF theory. In this paper, we define the matrix notation as follows: Let $X_{ij}$ be the $j$’th column vector of matrix $X$, $X_{it}$ be the $i$’th row vector, and $X_{ij}$ be the element of $i$’th row and $j$’th column. A matrix $A$ (i.e., term-by-sentence matrix) is the preprocessed document set which is comprised of sentences set of big data document of IoT. NMF is to decompose a given $m \times n$ matrix $A$ into a non-negative matrix $W$ and $H$ as shown in Equation (1). Lee defines the matrix $W$ and $H$ which are a non-negative semantic feature matrix $W$ and a non-negative semantic variable matrix $H$ respectively [17].

$$A \approx WH$$

Where $W$ is a $m \times r$ non-negative matrix, $H$ is a $r \times n$ non-negative matrix, and $r$ is a number of semantic feature vector. Usually $r$ is chosen to be smaller than $m$ or $n$, so that the total sizes of $W$ and $H$ are smaller than that of the original matrix $A$.

The objective function is used minimizing the Euclidean distance between each column of $A$ and its’ approximation $A \approx WH$, which was proposed by Lee and Seung [17]. As an objective function, the Frobenius norm is used:

$$\Theta_E(W, H) \equiv \|A - WH\|_F^2 \equiv \sum_{i=1}^{m} \sum_{j=1}^{n} (A_{ij} - \sum_{l=1}^{r} W_{il}H_{lj})^2$$

Updating $W$ and $H$ is kept until $\Theta_E(W, H)$ converges under the predefined threshold or exceeds the number of repetition. The update rules are as follows:

$$W_{ia} \leftarrow W_{ia} \frac{(W^T A)_{am}}{(W^T W)_{ia}}, \quad H_{aj} \leftarrow H_{aj} \frac{(AH^T)_{ja}}{(H^T H)_{ja}}$$

The advantage of the two non-negative matrices $W$ and $H$ are described as follows: All semantic variables ($H_{ij}$) are used to represent each sentence. $W$ and $H$ are represented sparsely as shown in Figure 1. Intuitively, it make more sense for
each sentence to be associated with some small subset of a large array of topics ($W_n$), rather than just one topic or all the topics with respect to big data document set. In each semantic feature ($W_n$), the NMF has grouped together semantically related terms from big document data set [17].

4. Proposed Big Document Summarization Method

This paper proposes a big document summarization method using semantic feature by distributed NMF based Hadoop for IoT on Could. The proposed method consists of two phases: summarization module, and distributed parallel processing module, as shown in Figure 1. In the subsections below, each phase is explained in full.

**Fig. 1. Big document summarization method using Hadoop and semantic features**

4.1. Summarization module

This section describes how to extract the sentences from the big document set. In the summarization module consists of preprocessing and summary algorithm. In the preprocessing phase of Figure 1(a), the big document set is decomposed into individual sentences, Rijsbergen’s stop words list [18, 19] is used to remove all stop words, and word stemming is removed using Porter’s stemming algorithm [18, 19]. Then, the term sentence frequency matrix $A$ is constructed.

In this paper, we use Mahout’s tools [20] to construct frequency matrix for saving the matrix to the Hadoop Distributed File System (HDFS). The Sequence File Directory tool is used to convert sentences set into sequence file form. The seq2sparse tool is used to convert the sequence file into vector matrix. The constructed term sentence frequency matrix is saved into HDFS by distributed parallel processing of Hadoop framework in Figure 1(c). The distributed parallel processing method for extracting the semantic features (i.e., distributed NMF) is explained in next subsection. In the big document summarization algorithm phase of Figure 1(b), Semantic features of big document for summarizing are extracted by the modified our previous method [14, 15, 16] and Liu’s distributed NMF (dNMF) method [21] based on distributed parallel processing on Hadoop MapReduce programming. The summarization algorithm phase is as follows: In the first step, the dNMF (i.e., chapter 3.2) are performed after the preprocessing phase. Second step, the important sentences are selected by the semantic weight based on the semantic variable matrix of the dNMF. We define the semantic weight $sweight()$ as Equation (4).
The semantic weight denotes how much the sentence reflects significant topics of the big document data, which are represented as semantic variables with respect to sentences.

Distributed parallel processing module calculates semantic features using the distributed NMF and the saved term by sentence matrix on the HDFS. In this paper, we modify Liu’s distributed NMF method for our big document summarization method. Liu’s NMF method is designed by MapReduce to the distributed parallel processing on Hadoop framework. Table 3 shows the summary of Liu’s NMF method using MapReduce of Hadoop [21].

5. Experimental Results

For our experiment data, we used real data of Google Korea (i.e., www.google.co.kr). We gave a 1000 topic to retrieve document set from the searched results and the related sites. Table 1 shows the experiment environment for the single node and multi node summarization methods. In this paper, we used the recall (R), precision (P), and F-measure to evaluate the performance of the proposed method using real data of Google Korea. Let \(S_{man}, S_{sum}\) be the set of topic selected by the human evaluators, and the summarizer, respectively. The standard definitions of recall (R), precision (P), and F-measure are defined as follows [18, 19]:

\[
R = \frac{|S_{man} \cap S_{sum}|}{|S_{man}|}, P = \frac{|S_{man} \cap S_{sum}|}{|S_{sum}|}, F = \frac{2RP}{R+P}
\]

<table>
<thead>
<tr>
<th>Table 1. Experiment Environment</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Single node</strong></td>
</tr>
<tr>
<td>Hardware specification (computer &amp; network)</td>
</tr>
<tr>
<td>Intel i3 CPU * 1, RAM 8G * 1</td>
</tr>
<tr>
<td>HDD 1TB * 1</td>
</tr>
<tr>
<td>Operating system</td>
</tr>
<tr>
<td>Framework</td>
</tr>
</tbody>
</table>

We implemented five different summarization method based semantic feature, such as LSA, MRP, TRM, NMF, and BDS. LSA denotes Gong and Liu’s summarization method using latent semantic analysis [4]. MRP denotes Zha’s method using the mutual reinforcement principle [5]. TRM denotes Yeh’s method using the text relationship map [6]. NMF denotes our previous method using non-negative matrix factorization [14]. BDS (big data summarization) denotes the proposed method in this paper. Our proposed method is only big document data summarization method based on multi node computer environment.

In the evaluation results, the average recall of the BDS is approximately 32.17% higher than that of the LSA, 28.42% higher than that of the MRP, 11.45% higher than that of the TRM, and 5.23% higher than that of the NMF. The average precision of the BDS is approximately 23.58% higher than that of the LSA, 9.25%
higher than that of the MRP, 20.60% higher than that of the TRM, and 5.39% higher than that of the NMF. The average $F$-measure of the BDS is approximately 27.30% higher than that of the LSA, 18.11% higher than that of the MRP, 17.14% higher than that of the TRM, and 5.33% higher than that of the NMF.

Table 2 shows the experiment results with relation to calculation time of NMF and BDS according to change data size. Original document data size (i.e., before preprocessing phase) is increased by double size from 300M to 4.8G. In this experiment, we choose the NMF and BDS because these methods have a top score in Figure 4. In our experiment, single node method (i.e., LSA, MRP, TRM, NMF) is not worked over 600 M sizes of original document data (i.e., before preprocessing phase) since the method do not support to calculate big document data size. However, our proposed method can calculate the big document data size since our method is designed to apply the distributed parallel processing based Hadoop framework.

<table>
<thead>
<tr>
<th>Environment (method)</th>
<th>300 MB</th>
<th>600 M</th>
<th>1.2 G</th>
<th>2.4 G</th>
<th>4.8 G</th>
</tr>
</thead>
<tbody>
<tr>
<td>Single node (NMF)</td>
<td>194 minute</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Multi node (BDS)</td>
<td>25 minute</td>
<td>34 minute</td>
<td>167 minute</td>
<td>427 minute</td>
<td>531 minute</td>
</tr>
</tbody>
</table>

6. Conclusion

Traditional document summarization methods are restricted for summarizing suitable information from the big document data in the Internet of Things on Cloud computing, since it have been proposing for enhancing the summarization precision which it uses various statistical or natural language processing methods based on single node computer environment. In order to resolve the limitations of the summarizations for big document data of IoT, this paper proposed big document summarization method which the information is summarized from a big document data of IoT on Cloud computing. The proposed method can well represent the inherent structure of big documents set using the semantic feature by the distributed NMF based on Hadoop MapReduce. In addition, it can summarize the big data document using the distributed parallel processing in connection with Hadoop framework comparing with the summarization methods based on single node computing.
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