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Abstract

This paper, proposes a new methods for speech Signal enhancement based on spectral subtraction, Inverse Fourier Transform. We use the Linear Predictive Coding (LPC) analysis for noise estimation and extraction, and then we compare the proposed method with the previous ones and are able to recover the speech signal much better than the previous methods.
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1. Introduction

Noise reduction is an important issue in speech signal processing systems, like speech signals coding, speech recognition. Thus many methods have been proposed for noise reduction in speech signals, some of which are methods based on spectral subtraction (base & Multi-Band) \cite{5, 6, 7, 8}, adaptive filtering \cite{11}, Wavelet transform \cite{10, 12, 13, 14, 15}.

In the spectral subtraction methods, 3 conditions should be met;
  a. Noise must be additive.
  b. Noise and the signal must be uncorrelated.
  c. A canal must be accessible.
Although the base spectral subtraction method is very simple and efficient, it add a new noise named musical noise. For reducing this noise, the spectral subtraction method applying spectral floor and over-subtraction, can be used [6]. Later, was proposed the multi-band spectral subtraction method in [5]. In this method, the corrupted speech signal is initially divided into several frequency bands, then the spectral subtraction method is applied to each band.

As mentioned before, in this approach it is supposed that the signal and noise are uncorrelated, but actually this assumption really happens in speech signals. Hence, the inverse Fourier spectral subtraction method has been present, which is the same as the spectral subtraction method, but here, the subtraction, is applied to the inverse Fourier transform. In this method, the problem of the correlation between the signal and noise is solved to some extent. Also, there are some other methods like cepstral subtraction, wavelet transform [10, 12, 13, 14, 15] for noise reduction or elimination (de-noising).

In this paper, first, we describe the base spectral subtraction, multi-band spectral subtraction, and inverse Fourier spectral subtraction methods, then we estimated the noise from the speech signal using the LPC analysis [1, 2, 3, 4]. At last, we apply the estimated noise to the multi-band spectral subtraction, and inverse Fourier spectral subtraction methods and we see a noticeable improvement in these methods.

2. Power Spectral Subtraction (PSS)

We suppose that the signal and noise are additive, so a corrupted speech signal can be expressed as bellow:

\[ x(n) = s(n) + n(n) \]  

where \( x(n) \) is the corrupted speech signal, \( s(n) \) is the clean spectral signal, and \( n(n) \) is a random noise signal.

According to the second assumption, the signal and noise are uncorrelated, so we can write: [1]

\[ R_s(\tau) = D_0 \delta(\tau) \]  
\[ R_{s,n}(\tau) = 0 \]  

where \( D_0 \) is a constant, \( R_s(\tau) \) is the auto-correlation of the random noise signal, and \( R_{s,n}(\tau) \) is the cross-correlation function of the \( s \) and \( n \) signals. According to the relations above and by supposing that the \( s \) and \( n \) signals are stationary, we can write:

\[ \Gamma_s(\omega) = \Gamma_s(\omega) + \Gamma_n(\omega) \]  

Where\( \Gamma_s, \Gamma_s, \Gamma_n \) are Power Density Spectrum (PDS) of \( x, s, n \), respectively. Following eq.(4) by estimating the PDF of the random noise signal, the PDF of the clean speech signal can be estimated as expressed below:

\[ \hat{\Gamma}_s(\omega) = \Gamma_s(\omega) - \hat{\Gamma}_n(\omega) \]
where \( \hat{\Gamma}_s(\omega) \) and \( \hat{\Gamma}_n(\omega) \) are Estimations of the \( \Gamma_s(\omega) \) and \( \Gamma_n(\omega) \). Equations (4) and (5) are true only when the clean speech signal and the noise are stationary, but actually this is not always true. Since the clean speech signals are locally stationary in short-time frames, and additionally the assumption that noise is stationary is more acceptable in short time intervals, windowing is applied to the corrupted speech signal. Then the spectral subtraction is applied to each frame by considering \( m \) as the window number, we have:

\[
x(n;m) = s(n;m) + n(n;m) \tag{6}
\]

\[
R_s(\tau;m) = D_s(\tau) \tag{7}
\]

\[
R_{s,n}(\tau;m) = 0 \tag{8}
\]

Where \( x(n;m) \) is the windowed signal of the speech signal \( x(n) \). By calculating the PDF for both sides of eq. (6) we have:

\[
\Gamma_s(\omega;m) = \Gamma_s(\omega;m) - \Gamma_n(\omega;m) \tag{9}
\]

Also we know that [1]:

\[
\Gamma_s(\omega;m) = \frac{|X(\omega;m)X'(\omega;m)}{N^2} - \frac{|X(\omega;m)|^2}{N^2} \tag{10}
\]

where \( N \) is the window length (size) and \( X \) is the speech signal. The factor \( 1/N^2 \) can be simply neglected, since \( |X(\omega;m)|^2 \) is the more bigger than the denominator:

\[
\Gamma_s(\omega;m) = |x(\omega;m)|^2 \tag{11}
\]

The following relation can be achieved using the relations (11), (9):

\[
|S(\omega;m)|^2 = |X(\omega;m)|^2 - |N(\omega;m)|^2 \tag{12}
\]

where \( |X(\omega;m)| \) is the magnitude of Fourier transform for the windowed \( x(n) \); \( |S(\omega;m)| \) and \( |N(\omega;m)| \) are the magnitude of the Fourier transform for the windowed clean speech signal and windowed noise signal, respectively.

As can be seen from the eq (12), to computing the magnitude of the Fourier transform of the clean signal, we need the magnitude of the random noise, hence the random noise signal is estimated from the silence.

There is no speech signal in the silence part.

Now, for achieve the clean speech signal in the time domain, it is necessary to calculate the magnitude of the Fourier transform as well as it is phase, and by short time fast Fourier transform (st.FFT) get the speech signal in time domain.

In all practical applications, the phase of the clean speech signal can be considered equal to the phase of the corrupted speech signal [8].

\[
\phi_{S(\omega;m)} = \phi_{X(\omega;m)} \tag{13}
\]
This means that the effect of noise on the phase of the speech signals is not sensible for human ear.

According to the equations (12), (13), the clean speech signal can be estimated as below:

\[
\hat{S}(\omega, m) = \hat{S}(\omega, m) \exp\left\{i \varphi_{\hat{S}(\omega, m)}\right\} \\
= \left[|X(\omega, m)|^2 - |\hat{N}(\omega, m)|^2\right]^{1/2} \exp\left\{i \varphi_{\hat{S}(\omega, m)}\right\}
\]

(14)

Where \(\hat{S}(\omega, m)\), \(\hat{N}(\omega, m)\) are the fourier transform of the estimated clean signal and fourier transform of the estimated noise signal, respectively.

The above method is called the Power Spectral Subtraction (PSS) methods. Fig.1. Because the second order of the magnitude of the fourier transform, which indicates the power of the signal, is being used, usually they use another power factor other than 2, in the spectral subtraction method, the magnitude of which is achieved using optimizing techniques. The method mentioned above is called the general spectral subtraction (GSS) method.

\[
\hat{S}(\omega, m) = \left[|X(\omega, m)|^a - |\hat{N}(\omega, m)|^a\right]^{1/a} \exp\left\{i \varphi_{\hat{S}(\omega, m)}\right\}
\]

(15)

But, important problem in the spectral subtraction method is the negative values of the fourier transform of the clean signal.

In order words, we can't certainly assume the fourier transform of the clean speech signal in each of the relations (14) and (15), as a positive value. There are two methods for correcting these negative values [1]:

a) half-wave correction :

\[
\hat{S}(\omega, m) = \begin{cases} \\
\hat{S}(\omega, m) & \text{if } \hat{S}(\omega, m) > 0 \\
0 & \text{elsewhere}
\end{cases}
\]

(16)
b) Full-wave correction:

\[
\left| \hat{S}(\omega; m) \right| = abc \left\{ \left| \hat{S}(\omega; m) \right| \right\}
\]  
(17)

3. Inverse Fourier Spectral Subtraction (IFSS)

In the spectral subtraction method \[5, 6, 7, 8\], it is assumed that the noise and the signal are uncorrelated. This condition can be met by applying the auto-correlation function to both sides of equation (1). Now, if the accuracy of the relation (4) or (9) is reduced, the accuracy of the uncorrelation between the signal and noise would become less consequently.

In the inverse Fourier spectral subtraction method, subtraction is applied to the inverse Fourier transform of the magnitude of the Fourier transform of the corrupted signal and the estimated noise signal. It can be evidently said that in the inverse Fourier subtraction method, the subtraction is performed in the time domain in which the uncorrelation between the signal and noise has less accuracy. Because usually noise is added to the signal in the time domain where it's not certainly uncorrelated, but addition in the frequency domain needs uncorrelation.

In this method, the estimated clean speech signal is calculated according to fig 3.

4. Multi-band Spectral Subtraction (MBSS)

As mentioned before, in the base spectral subtraction method, it is supposed that the effect of noise is the same for all the signal range. However actually this is not actually the case. This is because, in addition to the existing of different noise sources, there is another fact and that is the effect of noise on the speech signal depends on the frequency \[7\]. This dependence of the noise on frequency, leads us to the fact that the effect of noise on the voice and un-voice letters (signals) is not the same \[7\]. Fig.2 show the SNR in each frame and in four frequency bands for the expression "one four seven three" said by a woman.

Because of the problems mentioned before, kamath and loizou \[5\] have proposed the use of spectral subtraction method of berouti \[6\] in several
frequency bands, So that they divided each speech frame into several bands in the frequency domain and then they have applied the relations (15), (19) the windowed signal I each frequency band. In this method, the amount of the musical noise is reduced as well. The important thing in this method is the way the SNR is computed in each frame and in each band of that each frame. The amount of SNR in each frame and band is calculated as below:

$$SNR_{i,j} = 10 \log \frac{\sum_{m=1}^{M} |X(\omega;m_i)|^2}{\sum_{m=1}^{M} |N(\omega;m_i)|^2}$$

Where $SNR_{i,j}$ is the SNR in the $j^{th}$ band of the $i^{th}$ frame, $|X(\omega;m_i)|^2$ is the square of the magnitude of the fourier transform of the corrupted speech signal in the $i^{th}$ frame, $|N(\omega;m_i)|^2$ is the square of the magnitude of the fourier transform of the estimated noise in the $i^{th}$ frame, and $b_i$ and $e_i$ are the initial and the end frequencies of the $j^{th}$ band.

Fig2. SNR in four frequency band, in one frame

5. Linear Predication Coefficient (LPC)

Because in our proposed algorithm, LPC analysis [1, 2, 3] is used for noise estimation, in this section we describe this analysis.

The LPC is one of the strongest tools in speech signal processing. The general idea of this analysis is that each sample of the speech sign can be expressed as a linear equation of previous inputs and outputs:

$$s(n) = \sum_{k=1}^{q} a_k s(n-k) + \sum_{l=0}^{q} b_l u(n-l)$$

(24)

Where $a_k$ and $b_l$ are the denominator and nominator of the filter, respectively, and
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\( u(n) \) is the initial signal which is an impulse burst for voice and is a string of random noise for unvoice \([1,2,3,4]\). The transform function of the system can be achieved by applying the \( Z \) transform to the equation (24):

\[
H(z) = \frac{S(z)}{U(z)} = \frac{\sum_{i=1}^{p} b_i z^{-i}}{1 - \sum_{i=1}^{p} a_i z^{-i}}
\]  

(25)

A all pole model is very good estimation for the transform function \( H(z) \) \([1]\) for speech signals and can be expressed as:

\[
H(z) = \frac{1}{1 - \sum_{i=1}^{p} a_i z^{-i}} = \frac{1}{A(z)}
\]  

(26)

For human’s larynx, \( P \) is an integer number in the range of \( 10 \leq p \leq 14 \).

The important point in computing the \( LPC \) is that these coefficients can be directly driven from the speech signal for this reason and because of the dependence of the speech signal on times first, windowing is done the signal then the \( LPC \) coefficients, are calculated in short frames \([2]\).

4.1. Noise Estimation

According to the discussions above, each sample of the speech signal can computed with a good accuracy just using \( P \) previous samples of that signal (without using their previous \( P \) samples) \([1]\):

\[
\hat{S}(n) = \sum_{k=1}^{P} a_k s(n-k)
\]  

(27)

the error signal is actually the difference between the main speech signal and the speech signal estimate from \( P \) previous samples:

\[
e(n) = S(n) - \hat{S}(n) = S(n) - \sum_{k=1}^{P} a_k s(n-k)
\]  

(28)

If we apply \( Z \) transform on both sides of the relation above we have:

\[
E(z) = S(z) \left[ 1 - \sum_{k=1}^{p} a_k z^{-k} \right] = A(z)S(z)
\]  

(29)

Fig4. diagram block of calculation of error function
where, is the z transform of the error signal and has the $E(z)$ characteristics of a noise, since a linear filter separates the uncorrelated. Part of the signal the most of which is noise for proving this claim, it's enough to calculate the auto-correlation function of the signal $e(n)$.

In fig.5, the auto-correlation of the error, signal which belongs to a speech signal from the Timit database, is plotted. As can be seen, the signal $e(n)$ has the characteristics of noise, since it's auto-correlation signal is the same as the auto-correlation function of the random noise signal.

In our proposed algorithm, we have used this signal for noise estimated that has resulted in a great improvement in the $\text{SNR}$ of the corrupted speech signals (compared to the exiting methods).

![Fig5. Auto-correlation functions of the error signal.](image)

Although the signal $e(n)$ is not the noise signal added to the clean speech signal, it has most it's characteristics. On the other hand, some of the uncorrelated signal related to the speech signal exists in the output of the filter $A(z)$, which is negligible compared to noise.

6. Implementation and comparison of experimental result

In this part we pay to implementation of PSS, IFSS and MBSS spectral subtraction methods. After implementation, with selection of clean speech signal from TIMIT database and noising it with white Gaussian noise we produce degraded speech signal. Now, we apply degraded speech signal as input to each of up implementation systems and we consider the output for purposes of signal to noise ratio (SNR), transient state graph and spectrogram.

In after stage, we use from LPC analysis. To this like that we apply obtained outputs from up systems as input to LPC system, that in this condition LPSS, LPIFSS and LPMBSS systems are producing. With considering amount of SNR, transient state graph and spectrogram of new systems (with LPC) we see that results are improved relative to prior state (without LPC).
Quality improvement of speech signals using LPC analysis

Table (1): Test results without LPC

<table>
<thead>
<tr>
<th>Measurement type: signal to noise ratio (db)</th>
<th>Clean signal: sampled clean speech signal from TIMIT database</th>
<th>Added noise to clean signal: White Gaussian noise</th>
</tr>
</thead>
<tbody>
<tr>
<td>Enhancement Method</td>
<td>5 db</td>
<td>10 db</td>
</tr>
<tr>
<td>------------------------------------------------</td>
<td>------</td>
<td>------</td>
</tr>
<tr>
<td>PSS</td>
<td>10.1222</td>
<td>12.4210</td>
</tr>
<tr>
<td>IFSS</td>
<td>8.3520</td>
<td>13.4906</td>
</tr>
<tr>
<td>MBSS</td>
<td>15.6857</td>
<td>15.3443</td>
</tr>
</tbody>
</table>

Table (2): Test results with LPC

<table>
<thead>
<tr>
<th>Measurement type: signal to noise ratio (db)</th>
<th>Clean signal: sampled clean speech signal from TIMIT database</th>
<th>Added noise to clean signal: White Gaussian noise</th>
</tr>
</thead>
<tbody>
<tr>
<td>Enhancement Method</td>
<td>5 db</td>
<td>10 db</td>
</tr>
<tr>
<td>------------------------------------------------</td>
<td>------</td>
<td>------</td>
</tr>
<tr>
<td>LPSS</td>
<td>7.6068</td>
<td>12.4734</td>
</tr>
<tr>
<td>LPIFSS</td>
<td>9.7938</td>
<td>14.8062</td>
</tr>
<tr>
<td>LPMBSS</td>
<td>15.7268</td>
<td>15.6472</td>
</tr>
</tbody>
</table>
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Fig(5): Transient state graph
a) clean speech signal
b) degraded speech signal (SNR=5db)
c) Enhanced speech signal with PSS method
d) Enhanced speech signal with IFSS method
e) Enhanced speech signal with MBSS method
f) Enhanced speech signal with LPSS method
g) Enhanced speech signal with LPIFSS method

Fig(6): Spectrogram
a) clean speech signal
b) degraded speech signal (SNR=5db)
c) Enhanced speech signal with PSS method
d) Enhanced speech signal with IFSS method
e) Enhanced speech signal with MBSS method
f) Enhanced speech signal with LPSS method
g) Enhanced speech signal with LPIFSS method
8. Conclusions

In this paper, we proposed a new method for speech signal enhancement based on inverse fourier transform spectral subtraction.

By studying these speech improving methods, we have shown their weakness in the accurate estimation of noise. For solving this problem, the idea of using the LPC analysis for noise estimation was proposed. By studying these methods, we understood that in all the methods, there's a need for noise estimation or some of its parameters. As a result, we tried to find a method which is able to give a better and more accurate estimation of noise.

In the LPC analysis, we are looking for a filter and a model for the larynx that has all the larynx characteristics and by applying noise to it's input, we get speech signal at it output. So, if we apply the speech signal to the inverse model (filter), we must get noise signal at it's output.

Since, the uncorrelate part of the noise speech signal appears at the filter output that because of the filter linearity, most of it is noise.

We have applied this noise in the speech signal enhancement and used it to improve the method above.

By comparing the proposed and the exiting methods, we have seen that the proposed methods improved the SNR of the enhanced signals.
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