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Abstract

Data Envelopment Analysis (DEA) based Malmquist productivity index measures the productivity change over time. The current paper defines Imprecise DEA (IDEA) based Malmquist productivity index in order to measure the productivity change of DMU, with imprecise data.
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1. Introduction

Data Envelopment Analysis (DEA) provides a suitable way to estimate the relative efficiency of Decision Making Units (DMUs). DEA assumes that the value for all inputs and outputs be known exactly. This assumption may not be true. For example, some outputs and inputs may be only known as in forms of bounded data, ordinal data, and ratio bounded data. In this case, the resulting DEA model is a non-linear program, and is called imprecise DEA (IDEA). There are two different approaches in dealing with imprecise outputs and inputs. Cooper et al. [4] and Kim et al. [7] show that by using scale transformations and variable alternations, the non-linear IDEA can be transformed into a linear program. In a recent study of Chen et al. [3] and Zhu [10] the non-linear IDEA is solved in the standard linear CCR model [2] via identifying a set of exact data from the imprecise data when only bounded data and weak ordinal data are present. Zhu [11] extends the method of Chen et al. [3] and Zhu [10] to deal with strong ordinal data and ratio bounded data. The Malmquist index was introduced by Caves et al. [1], who dubbed it the Malmquist productivity index after Sten Malmquist [8]. Fare et al.
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[5] construct the DEA-based Malmquist productivity index as the geometric mean of two Malmquist productivity indexes of Caves et al. [1], which are based on the Shepherd’s [9] distance functions. Fare et al. [6] decomposed productivity change into efficiency change and technical change components and used non-parametric linear programming models for its computation. In this paper IDEA-based Malmquist productivity index is proposed. The rest of the paper is organized as follows. Section 2 presents the imprecise data and IDEA. IDEA-based Malmquist productivity index is presented in section 3. Section 4 concludes.

2. Imprecise Data and IDEA

Imprecise data are in the forms of bounded data, ordinal data, and ratio bounded data.

i) Bounded data is defined by use of lower and upper bound as follows:

\[ \underline{y}_{rj} \leq y_{rj} \leq \overline{y}_{rj}, \quad r \in BO, \quad \underline{x}_{ij} \leq x_{ij} \leq \overline{x}_{ij}, \quad i \in BI, \]

where \( \underline{y}_{rj} \) and \( \overline{x}_{ij} \) are the lower bounds and \( \overline{y}_{rj} \) and \( \overline{x}_{ij} \) are the upper bounds, and \( BO \) and \( BI \) represent the associated sets the containing bounded outputs and bound inputs, respectively.

ii) Weak ordinal data are as follows:

\[ y_{rj} \leq y_{rk}, \quad j \neq k, \quad r \in DO, \quad x_{ij} \leq x_{ik}, \quad j \neq k, \quad i \in DI, \]

or, to simplify the presentation,

\[ y_{r1} \leq \cdots \leq y_{rk} \leq \cdots \leq y_{rn}, \quad r \in DO, \quad x_{i1} \leq \cdots \leq x_{ik} \leq \cdots \leq x_{in}, \quad i \in DI, \]

where \( DO \) and \( DI \) represent the associated sets containing weak ordinal outputs and inputs, respectively. Strong ordinal data are as follows:

\[ y_{r1} < \cdots < y_{rk} < \cdots < y_{rn}, \quad r \in SO, \quad x_{i1} < \cdots < x_{ik} < \cdots < x_{in}, \quad i \in SI, \]

where \( SO \) and \( SI \) represent the associated sets containing strong ordinal outputs and inputs, respectively.

iii) Ratio bounded data are as follows:

\[ \underline{L}_{rj} \frac{y_{rj}}{y_{rj_0}} \leq U_{rj}, \quad j \neq j_0, \quad r \in RO, \quad G_{ij} \frac{x_{ij}}{x_{ij_0}} \leq H_{ij}, \quad j \neq j_0, \quad i \in RI, \]

where \( G_{ij} \) and \( L_{rj} \) represent the lower bounds, and \( U_{rj} \) and \( H_{ij} \) represent the upper bounds, and \( RO \) and \( RI \) represent the associated sets containing ratio.
bounded outputs and inputs, respectively. If we incorporate (1)-(5) into CCR model [2], we have:

\[
\begin{align*}
\text{Max} & \quad \sum_{r=1}^{s} u_{r} y_{ro} \\
\text{s.t.} & \quad \sum_{r=1}^{s} u_{r} y_{rj} - \sum_{i=1}^{m} v_{i} x_{ij} \leq 0, \quad j = 1, \ldots, n, \\
& \quad \sum_{i=1}^{m} v_{i} x_{io} = 1, \\
& \quad x_{i} = (x_{ij}) \in D_{i}^{-}, \quad i = 1, \ldots, m, \\
& \quad y_{r} = (y_{rj}) \in D_{r}^{+}, \quad r = 1, \ldots, s, \\
& \quad v_{i} \geq 0, u_{r} \geq 0, \quad i = 1, \ldots, m, r = 1, \ldots, s, \\
\end{align*}
\]  \hspace{1cm} (6)

where \((x_{ij}) \in D_{i}^{-}\) and \((y_{rj}) \in D_{r}^{+}\) represent any of or all of (1)-(4). Obviously, model (6) is non-linear, because some of the outputs and inputs become unknown decision variables. The following theorem provides the theoretical foundation to the approach developed by Chen et al. [3] and Zhu [10].

**Theorem 1.** Suppose \(D_{r}^{+}\) and \(D_{i}^{-}\) are given by (1). Then for DMU\(_{o}\) the optimal value to (6) can be achieved at \(y_{ro} = y_{ro}^{*}\) and \(x_{io} = x_{io}^{*}\) for DMU\(_{o}\) and \(y_{rj} = y_{rj}^{*}\) and \(x_{ij} = x_{ij}^{*}\) for DMU\(_{j}\), \(j \neq o\).

**Proof:** See Zhu [11]. \(\square\)

Chen et al. [3] and Zhu [10] identify a set of exact data from bounded data and weak ordinal data, and then use the linear CCR model [2] to solve the non-linear IDEA model (6). Theorem 1 shows that when DMU\(_{o}\) is under evaluation, we can have a set of exact data via setting \(y_{ro} = y_{ro}^{*}\) and \(x_{io} = x_{io}^{*}\) for DMU\(_{o}\) and \(y_{rj} = y_{rj}^{*}\) and \(x_{ij} = x_{ij}^{*}\) for DMU\(_{j}\), \(j \neq o\), while model (6) maintains the efficiency rating for DMU\(_{o}\). Note that in this case, model (6) is no longer a non-linear program, but a (linear) CCR model [2] and its dual is as follows:

\[
\begin{align*}
\text{Min} & \quad \theta_{o} \\
\text{s.t.} & \quad \sum_{j=1}^{n} \lambda_{j} x_{ij} + \lambda_{o} x_{io} \leq \theta_{o} x_{io}, \quad i \in BI, \\
& \quad \sum_{j=1}^{n} \lambda_{j} x_{ij} \leq \theta_{o} x_{ij}, \quad i \notin BI, \\
& \quad \sum_{j=1}^{n} \lambda_{j} y_{rj} + \lambda_{o} y_{ro} \geq y_{ro}, \quad r \in BO, \\
& \quad \sum_{j=1}^{n} \lambda_{j} y_{rj} \geq y_{ro}, \quad r \notin BO \\
& \quad \lambda_{j} \geq 0, \quad j = 1, \ldots, n, \\
\end{align*}
\]  \hspace{1cm} (7)

where, \(y_{rj}, (r \notin BO)\) and \(x_{ij}, (i \notin BI)\) are exact data. Model (7) is used for calculating Malmquist productivity index as is described in next section.

### 3.IDEA-Based Malmquist Productivity Index

IDEA-based Malmquist productivity index measures the productivity change of decision making units with imprecise data to define the IDEA-based Malmquist
index of productivity change. Suppose the following panel of \( i = (1, \ldots, I) \) production processes observed in \( t = (1, \ldots, T) \) periods in transformation a series of input vectors \( x_i^t = (x_{i1}, \ldots, x_{im}) \in R^m_i \) into output vector \( y_i^t = (y_{i1}, \ldots, y_{is}) \in R^s_i \). Note that some outputs and input may be imprecise. Production technology can be representing as can produce. Thus it is possible to express the benchmark technology through the graph:

\[
T^t(x, y) = \{(x^t, y^t) : x^t \text{ can produce } y^t\} = \{(x^t, y^t) : y^t \leq Y^t \lambda^t, x^t \geq x^t \lambda^t, z^t \in R^t_i\},
\]

where \( Y^t \) and \( X^t \) are the observed output and input matrices in period \( t \) while \( \lambda^t \) is a vector of intensity variable. Following Shephard [9] the input distance function is defined at \( t \) as:

\[
D^t_t(x^t, y^t) = \sup\{\lambda : (x^t/\lambda, y^t) \in T^t\}.
\]

Here we make use of the fact that the output distance function is reciprocal to the output-based Farrell measure of technical efficiency and compute for \( \text{DMU}_o, o \in Q = \{1, \ldots, n\} \).

\[
(D^t_i = (x^t_i, y^t_i))^{-1} = \begin{align*}
\text{s.t.} \quad & \quad \theta^t_o x^t_{io} \geq \sum_{j=1}^{n} \lambda^t_{ij} x^t_{ij}, \quad i = 1, \ldots, m, \\
& \quad \sum_{j=1}^{n} \lambda^t_{ij} x^t_{ij} \leq \sum_{j=1}^{n} \lambda^t_{ij} y^t_{ro}, \quad r = 1, \ldots, s, \\
& \quad \lambda^t_{ij} \geq 0, \quad j = 1, \ldots, n.
\end{align*}
\]

(8)

According to Chen et al. [3] and Zhu [11], we change model (8) into the following model:

\[
(D^t_i = (x^t_i, y^t_i))^{-1} = \begin{align*}
\text{s.t.} \quad & \quad \theta^t_o \sum_{j=1, j\neq i}^{n} \lambda^t_{ij} x^t_{ij} + \lambda^t_{io} x^t_{io} \leq \theta^t_o x^t_{io}, \quad i = 1, \ldots, m, \\
& \quad \sum_{j=1}^{n} \lambda^t_{ij} x^t_{ij} \leq \theta^t_o x^t_{io}, \quad i \neq BI, \\
& \quad \sum_{j=1, j\neq i}^{n} \lambda^t_{ij} y^t_{ro} + \lambda^t_{io} y^t_{ro} \geq y^t_{ro}, \quad r = 1, \ldots, s, \\
& \quad \lambda^t_{ij} \geq 0, \quad j = 1, \ldots, n.
\end{align*}
\]

(9)

In order to calculate the productivity of \( \text{DMU}_o \) between \( t \) and \( t + 1 \), we need to solve four different linear programming problems for determining: \( \tilde{D}^t_t(x^t_o, y^t_o) \), \( \tilde{D}^{t+1}_t(x^t_o, y^t_o) \), \( \tilde{D}^t_t(x^{t-1}_o, y^{t+1}_o) \) and \( \tilde{D}^{t+1}_t(x^{t-1}_o, y^{t+1}_o) \). The computation of \( \tilde{D}^{t+1}_t(x^{t+1}_o, y^{t+1}_o) \) is exactly like (9), where \( t + 1 \) is substituted for \( t \). This is provided in the following equivalent specification:

\[
(\tilde{D}^{t+1}_t(x^{t+1}_o, y^{t+1}_o))^{-1} = \begin{align*}
\text{s.t.} \quad & \quad \sum_{j=1, j\neq i}^{n} \lambda^t_{ij} x^t_{ij} + \lambda^t_{io} x^t_{io} \leq \theta^t_o x^t_{io}, \quad i = 1, \ldots, m, \\
& \quad \sum_{j=1}^{n} \lambda^t_{ij} x^t_{ij} \leq \theta^t_o x^t_{io}, \quad i \neq BI, \\
& \quad \sum_{j=1, j\neq i}^{n} \lambda^t_{ij} y^t_{ro} + \lambda^t_{io} y^t_{ro} \geq y^t_{ro}, \quad r = 1, \ldots, s, \\
& \quad \lambda^t_{ij} \geq 0, \quad j = 1, \ldots, n.
\end{align*}
\]

(10)
Two of the distance functions used to construct the Malmquist index requires information from two periods. The first of these is computed for DMU\(_o\) as:

\[
(\tilde{D}_t^o(x_{t+1}^o, y_{t+1}^o))^{-1} = \min \theta_t^o \\
\text{s.t.} \\
\sum_{j=1, j \neq o}^n \lambda_{t}^j x_{t}^{ij} + \lambda_{t}^o x_{t+1}^{t+1} \leq \theta_t^o x_{t+1}^{t+1}, \quad i \in BI, \\
\sum_{j=1}^n \lambda_{t}^j x_{t}^{ij} \leq \theta_t^o x_{t+1}^{t+1}, \quad i \notin BI, \\
\sum_{j=1, j \neq o}^n \lambda_{t}^j y_{t+1}^{t+1} \geq \lambda_{t}^o y_{t+1}^{t+1}, \quad r \in BO, \\
\sum_{j=1}^n \lambda_{t}^j y_{t+1}^{t+1} \geq y_{t+1}^{t+1}, \quad r \notin BO, \\
\lambda_{t}^{j} \geq 0, \\
\lambda_{t}^{j+1} \geq 0, \quad j = 1, \ldots, n.
\]

(11)

The last linear-programming problem we need to solve is also a mixed-period problem. It is specified as in (11), but the \(t\) and \(t+1\) superscripts are transposed, as

\[
(\tilde{D}_t^{t+1}(x_{t}^{o}, y_{t}^{o}))^{-1} = \min \theta_{t}^{t+1} \\
\text{s.t.} \\
\sum_{j=1, j \neq o}^n \lambda_{t+1}^j x_{t+1}^{t+1} \geq \theta_{t}^{t+1} x_{t}^{t+1}, \quad i \in BI, \\
\sum_{j=1}^n \lambda_{t+1}^j x_{t+1}^{t+1} \leq \theta_{t}^{t+1} x_{t}^{t+1}, \quad i \notin BI, \\
\sum_{j=1, j \neq o}^n \lambda_{t+1}^j y_{t}^{t+1} \geq \lambda_{t}^{t+1} y_{t}^{t+1}, \quad r \in BO, \\
\sum_{j=1}^n \lambda_{t+1}^j y_{t}^{t+1} \geq y_{t}^{t+1}, \quad r \notin BO, \\
\lambda_{t+1}^{j} \geq 0, \\
\lambda_{t+1}^{j+1} \geq 0, \quad j = 1, \ldots, n.
\]

(12)

Following Fare et al. [5], we can calculate IDEA-based Malmquist productivity index as,

\[
M_o = \left[ \frac{\tilde{D}_t^o(x_{t+1}^{o}, y_{t+1}^{o})}{\tilde{D}_t^o(x_{t}^{o}, y_{t}^{o})} \times \frac{\tilde{D}_{t+1}^{t+1}(x_{t+1}^{t+1}, y_{t+1}^{t+1})}{\tilde{D}_{t+1}^{t+1}(x_{t}^{t+1}, y_{t}^{t+1})} \right]^{1/2}.
\]

(13)

According to Zhu [11], we can change imprecise data of strong ordinal and ratio bounded into precise data and then calculate Malmquist index of such imprecise data.

4. Conclusion

The current paper calculates the Malmquist productivity index with data which some of them are imprecise. It is based upon the standard CCR model. It uses the standard linear DEA to perform IDEA-based productivity change analysis.
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