Strong Convergence of a Viscosity Iterative Algorithm in Banach Spaces with Applications
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Abstract

We present the strong convergence theorems for the viscosity iterative scheme for finding a common element of the solution set of the system of general variational inequalities for two arbitrary nonlinear mappings and the fixed point set of a nonexpansive mapping in real 2-uniformly smooth and uniformly convex Banach spaces. Furthermore, we apply our main result with the problem of approximating a zero point of accretive operators and a fixed point of strictly pseudocontractive mappings in Banach spaces. The main results presented in this paper improve and extend some results in the literature.
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1 Introduction

Let $X$ be a real Banach space and $X^*$ be its dual space. Let $C$ be a subset of $X$ and let $T$ be a self-mapping of $C$. We use $F(T)$ to denote the set of fixed points of $T$. Let $U = \{x \in X : \|x\| = 1\}$ be a unit sphere of $X$. $X$ is said to be uniformly convex if for each $\epsilon \in (0, 2]$, there exists a constant $\delta > 0$ such that for any $x, y \in U$,

\[ \|x - y\| \geq \epsilon \text{ implies } \|\frac{x + y}{2}\| \leq 1 - \delta. \]

The norm on $X$ is said to be Gâteaux differentiable if the limit

\[ \lim_{t \to 0} \frac{\|x + ty\| - \|x\|}{t} \]

exists for each $x, y \in U$ and in this case $X$ is said to be smooth. $X$ is said to have a uniformly Fréchet differentiable norm if the limit (1.1) is attained uniformly for $x, y \in U$ and in this case $X$ is said to be uniformly smooth. We define a function $\rho : [0, \infty) \to [0, \infty)$, called the modulus of smoothness of $X$, as follows:

\[ \rho(\tau) = \sup\{\frac{1}{2}(\|x + y\| + \|x - y\|) - 1 : x, y \in X, \|x\| = 1, \|y\| = \tau\}. \]

It is known that $X$ is uniformly smooth if and only if $\lim_{\tau \to 0} \rho(\tau)/\tau = 0$. Let $q$ be a fixed real number with $1 < q \leq 2$. Then a Banach space $X$ is said to be $q$-uniformly smooth if there exists a constant $c > 0$ such that $\rho(\tau) \leq c\tau^q$ for all $\tau > 0$. For $q > 1$, the generalized duality mapping $J_q : X \to 2^{X^*}$ is defined by

\[ J_q(x) = \{f \in X^* : \langle x, f \rangle = \|x\|^q, \|f\| = \|x\|^{q-1}\}, \ \forall x \in X. \]

In particular, if $q = 2$, the mapping $J_2$ is called the normalized duality mapping (or duality mapping), and usually we write $J_2 = J$. If $X$ is a Hilbert space, then $J = I$. Further, we have the following properties of the generalized duality mapping $J_q$:

1. $J_q(x) = \|x\|^{q-2}J_2(x)$ for all $x \in X$ with $x \neq 0$.
2. $J_q(tx) = t^{q-1}J_q(x)$ for all $x \in X$ and $t \in [0, \infty)$.
3. $J_q(-x) = -J_q(x)$ for all $x \in X$.

It is known that if $X$ is smooth, then $J$ is a single-valued function, which is denoted by $j$. Recall that the duality mapping $j$ is said to be weakly sequentially continuous if for each $\{x_n\} \subset X$ with $x_n \to x$ weakly, we have $j(x_n) \to j(x)$ weakly-*. We know that if $X$ admits a weakly sequentially continuous duality mapping, then $X$ is smooth. Recall that a mapping $f : C \to C$ is a contraction on $C$, if there exists a constant $\alpha \in (0, 1)$ such that $\|f(x) - f(y)\| \leq \alpha\|x - y\|, \ \forall x, y \in C$. We use $\Pi_C$ to denote the collection of
all contractions on $C$. This is $\Pi_C = \{ f | f : C \to C \text{ a contraction} \}$. A mapping $T : C \to C$ is said to be nonexpansive, if $\| T(x) - T(y) \| \leq \| x - y \|$, $\forall x, y \in C$.

Let $A : C \to X$ be a nonlinear mapping. Then $A$ is called

(i) $L$-Lipschitz continuous (or Lipschitzian) if there exists a constant $L \geq 0$ such that
$$\| Ax - Ay \| \leq L \| x - y \|, \quad \forall x, y \in C;$$

(ii) accretive if there exists $j(x - y) \in J(x - y)$ such that
$$\langle Ax - Ay, j(x - y) \rangle \geq 0, \quad \forall x, y \in C;$$

(iii) $\alpha$-inverse strongly accretive if there exist $j(x - y) \in J(x - y)$ and $\alpha > 0$ such that
$$\langle Ax - Ay, j(x - y) \rangle \geq \alpha \| Ax - Ay \|^2, \quad \forall x, y \in C;$$

(iv) relaxed $(c,d)$-cocoercive if there exist $j(x - y) \in J(x - y)$ and two constants $c, d \geq 0$ such that
$$\langle Ax - Ay, j(x - y) \rangle \geq (-c) \| Ax - Ay \|^2 + d \| x - y \|^2, \quad \forall x, y \in C.$$

Let $C$ be a nonempty closed convex subset of a real Hilbert space $H$. Recall that the classical variational inequality is to find $x^* \in C$ such that
$$\langle Ax^*, x - x^* \rangle \geq 0, \quad \forall x \in C,$$

where $A : C \to H$ is a nonlinear mapping. Variational inequality theory has emerged as an important tool in studying a wide class of obstacle, unilateral, free, moving, equilibrium problems arising in several branches of pure and applied sciences in a unified and general framework. The variational inequality problem has been extensively studied in the literature (see [1, 2, 3]).

In 2006, Aoyama et al. [4] first considered the following generalized variational inequality problem in Banach spaces. Let $A : C \to X$ be an accretive operator. Find a point $x^* \in C$ such that
$$\langle Ax^*, j(x - x^*) \rangle \geq 0, \quad \forall x \in C. \tag{1.2}$$

The set of solutions of problem (1.2) denoted by $S(C, A)$. The problem (1.2) is very interesting as it is connected with the fixed point problem for nonlinear mapping and the problem of finding a zero point of an accretive operator in Banach spaces (see [4]). For the problem of finding a zero point of a nonlinear mapping (see [5, 6, 7]).

In 2010, Yao et al. [8] introduced the following system of general variational inequalities in Banach spaces. For given two operators $A_1, A_2 : C \to X$, they considered the problem of finding $(x^*, y^*) \in C \times C$ such that
$$\begin{cases} 
\langle A_1 x^* + x^* - y^*, j(x - x^*) \rangle \geq 0, \quad \forall x \in C, \\
\langle A_2 x^* + y^* - x^*, j(x - y^*) \rangle \geq 0, \quad \forall x \in C, 
\end{cases} \tag{1.3}$$
which is called the system of general variational inequalities in a real Banach space. Recently, Katchang and Kumam [9] introduced the following system of general variational inequalities in Banach spaces. For given two operators \( A_1, A_2 : C \to X \), they considered the problem of finding \((x^*, y^*) \in C \times C\) such that

\[
\begin{align*}
\langle \lambda_1 A_1 y^* + x^* - y^*, j(x - x^*) \rangle & \geq 0, \; \forall x \in C, \\
\langle \lambda_2 A_2 x^* + y^* - x^*, j(x - y^*) \rangle & \geq 0, \; \forall x \in C,
\end{align*}
\]

which is called the system of general variational inequalities in a real Banach space. The problem of finding solutions of (1.4) by using iterative methods has been studied by many others (see [10, 11, 12, 13]).

In this paper, motivated and inspired by the idea of Yao et al. [8] and Katchang and Kumam [9], we introduce a new iterative method for finding a common element of the set of solutions of the system of general variational inequalities in Banach spaces for two arbitrary nonlinear mappings and the set of fixed points of a nonexpansive mapping in real 2-uniformly smooth and uniformly convex Banach spaces. We prove the strong convergence of the proposed iterative algorithm without the condition of weakly sequentially continuous duality mapping. Our result improves and extends the recent results of Yao et al. [8] and Katchang and Kumam [9].

2 Preliminaries

In this section, we recall the well-known results and give some useful lemmas that are used in the next section.

**Lemma 2.1.** (see [14]). Let \( X \) be a \( q \)-uniformly smooth Banach space with \( 1 \leq q \leq 2 \). Then

\[
\|x + y\|^q \leq \|x\|^q + q\langle y, J_q(x) \rangle + 2\|Ky\|^q
\]

for all \( x, y \in X \), where \( K \) is the \( q \)-uniformly smooth constant of \( X \).

**Lemma 2.2.** (see [15]). In a Banach space \( X \), the following inequality holds:

\[
\|x + y\|^2 \leq \|x\|^2 + 2\langle y, j(x + y) \rangle, \; \forall x, y \in X,
\]

where \( j(x + y) \in J(x + y) \).

**Lemma 2.3.** (see [16]). Assume that \( \{a_n\} \) is a sequence of nonnegative real numbers such that

\[
a_{n+1} \leq (1 - \gamma_n)a_n + \delta_n, \; n \geq 1,
\]
where \( \{\gamma_n\} \) is a sequence in \((0,1)\) and \( \{\delta_n\} \) is a sequence such that
\[
(i) \sum_{n=1}^{\infty} \gamma_n = \infty; \\
(ii) \limsup_{n \to \infty} \delta_n/\gamma_n \leq 0 \text{ or } \sum_{n=1}^{\infty} |\delta_n| < \infty.
\]
Then \( \lim_{n \to \infty} a_n = 0. \)

Let \( C \) be a nonempty closed convex subset of a smooth Banach space \( X \) and let \( D \) be a nonempty subset of \( C \). A mapping \( Q : C \to D \) is said to be sunny if
\[
Q(Qx + t(x - Qx)) = Qx,
\]
whenever \( Qx + t(x - Qx) \in C \) for \( x \in C \) and \( t \geq 0 \). A mapping \( Q : C \to D \) is called a retraction if \( Qx = x \) for all \( x \in D \). Furthermore, \( Q \) is a sunny nonexpansive retraction from \( C \) onto \( D \) if \( Q \) is a retraction from \( C \) onto \( D \), which is also sunny and nonexpansive. A subset \( D \) of \( C \) is called a sunny nonexpansive retraction of \( C \) if there exists a sunny nonexpansive retraction from \( C \) onto \( D \).

It is well known that if \( X \) is a Hilbert space, then a sunny nonexpansive retraction \( Q_C \) is coincident with the metric projection from \( X \) onto \( C \).

**Lemma 2.4.** (see [17]). Let \( C \) be a closed convex subset of a smooth Banach space \( X \). Let \( D \) be a nonempty subset of \( C \) and \( Q : C \to D \) be a retraction. Then the following are equivalent:
(a) \( Q \) is sunny and nonexpansive.
(b) \( \|Qx - Qy\|^2 \leq \langle x - y, j(Qx - Qy) \rangle \) \( \forall x, y \in C \).
(c) \( \langle x - Qx, j(y - Qx) \rangle \leq 0 \) \( \forall x \in C, y \in D \).

**Lemma 2.5.** (see [18]). If \( X \) is strictly convex and uniformly smooth and if \( T : C \to C \) is a nonexpansive mapping having a nonempty fixed point set \( F(T) \), then the set \( F(T) \) is a sunny nonexpansive retraction of \( C \).

**Lemma 2.6.** (see [19]). Let \( \{x_n\} \) and \( \{y_n\} \) be bounded sequences in a Banach space \( X \) and let \( \{b_n\} \) be a sequence in \([0,1]\) with \( 0 < \lim\inf_{n \to \infty} b_n \leq \lim\sup_{n \to \infty} b_n < 1 \). Suppose that \( x_{n+1} = (1-b_n)y_n + b_n x_n \) for all integers \( n \geq 1 \) and \( \lim\sup_{n \to \infty} (\|y_{n+1} - y_n\| - \|x_{n+1} - x_n\|) \leq 0 \). Then, \( \lim_{n \to \infty} \|y_n - x_n\| = 0 \).

**Lemma 2.7.** (see [20]). Let \( C \) be a closed convex subset of a strictly convex Banach space \( X \). Let \( T_1 \) and \( T_2 \) be two nonexpansive mappings from \( C \) into itself with \( F(T_1) \cap F(T_2) \neq \emptyset \). Define a mapping \( S \) by
\[
Sx = \lambda T_1 x + (1 - \lambda) T_2 x, \quad \forall x \in C,
\]
where \( \lambda \) is a constant in \((0,1)\). Then \( S \) is nonexpansive and \( F(S) = F(T_1) \cap F(T_2) \).

**Lemma 2.8.** (see [21]). Let \( X \) be a real smooth and uniformly convex Banach space and let \( r > 0 \). Then there exists a strictly increasing, continuous and convex function \( g : [0, 2r] \to \mathbb{R} \) such that \( g(0) = 0 \) and \( g(\|x - y\|) \leq \|x\|^2 - 2\langle x, j(y) \rangle + \|y\|^2 \) for all \( x, y \in B_r \).
Lemma 2.9. (see [16]). Let $X$ be a uniformly smooth Banach space, $C$ be a closed convex subset of $X$, $T : C \rightarrow C$ be a nonexpansive mapping with $F(T) \neq \emptyset$ and let $f \in \Pi_C$. Then the sequence $\{x_t\}$ defined by $x_t = tf(x_t) + (1 - t)Tx_t$ converges strongly to a point in $F(T)$ as $t \to 0$. If we define a mapping $Q : \Pi_C \rightarrow F(T)$ by $Q(f) := \lim_{t \to 0} x_t$, $\forall f \in \Pi_C$, then $Q(f)$ solves the following variational inequality:

$$
\langle (I - f)Q(f), j(Q(f) - p) \rangle \leq 0, \ \forall f \in \Pi_C, \ p \in F(T).
$$

Next, we prove a lemma which is very useful for our consideration.

Lemma 2.10. Let $C$ be a nonempty closed convex subset of a real Banach space $X$ and let $\lambda_1, \lambda_2 > 0$ and $A_1, A_2 : C \to X$ be two mappings. Let $G : C \to C$ be defined by

$$
G(x) = Q_C[Q_C(x - \lambda_2 A_2 x) - \lambda_1 A_1 Q_C(x - \lambda_2 A_2 x)], \ \forall x \in C.
$$

If $I - \lambda_1 A_1$ and $I - \lambda_2 A_2$ are nonexpansive mappings, then $G$ is nonexpansive.

Proof. For any $x, y \in C$, we have

$$
\|G(x) - G(y)\| = \|Q_C[Q_C(x - \lambda_2 A_2 x) - \lambda_1 A_1 Q_C(x - \lambda_2 A_2 x)]
- Q_C[Q_C(y - \lambda_2 A_2 y) - \lambda_1 A_1 Q_C(y - \lambda_2 A_2 y)]\|
\leq \|Q_C(x - \lambda_2 A_2 x) - \lambda_1 A_1 Q_C(x - \lambda_2 A_2 x)
- (Q_C(y - \lambda_2 A_2 y) - \lambda_1 A_1 Q_C(y - \lambda_2 A_2 y))\|
= \|(I - \lambda_1 A_1)Q_C(I - \lambda_2 A_2)x - (I - \lambda_1 A_1)Q_C(I - \lambda_2 A_2)y\|
\leq \|x - y\|.
$$

This show that $G$ is a nonexpansive mapping. \qed

Lemma 2.11. (see [9]). Let $C$ be a nonempty closed convex subset of a real smooth Banach space $X$. Let $Q_C$ be the sunny nonexpansive retraction from $X$ onto $C$. Let $A_1, A_2 : C \to X$ be two possibly nonlinear mappings. For given $x^*, y^* \in C$, $(x^*, y^*)$ is a solution of problem (1.4) if and only if $x^* = Q_C(y^* - \lambda_1 A_1 y^*)$ where $y^* = Q_C(x^* - \lambda_2 A_2 x^*)$.

Remark 2.1. From Lemma 2.11, we note that

$$
x^* = Q_C[Q_C(x^* - \lambda_2 A_2 x^*) - \lambda_1 A_1 Q_C(x^* - \lambda_2 A_2 x^*)],
$$

which implies that $x^*$ is a fixed point of the mapping $G$, which defined as in Lemma 2.10.
3 Main results

We are now in a position to state and prove our main result.

**Theorem 3.1.** Let $X$ be a uniformly convex and 2-uniformly smooth Banach space with the 2-uniformly smooth constant $K$, let $C$ be a nonempty closed convex subset of $X$ and $Q_C$ be a sunny nonexpansive retraction from $X$ onto $C$. Let $A_1, A_2 : C \to X$ be two mappings. Let $f$ be a contractive mapping with the constant $\alpha \in (0, 1)$ and let $S : C \to C$ be a nonexpansive mapping such that $\Omega = F(S) \cap F(G) \neq \emptyset$, where $G$ is the mapping defined as in Lemma 2.10. For a given $x_1 \in C$, let $\{x_n\}$ and $\{y_n\}$ be the sequences generated by

\[
\begin{align*}
&\left\{ \begin{array}{l}
y_n = Q_C(x_n - \lambda_2 A_2 x_n), \\
x_{n+1} = a_n f(x_n) + b_n x_n + c_n S Q_C (y_n - \lambda_1 A_1 y_n), \quad n \geq 1,
\end{array} \right.
\end{align*}
\]

where $\{a_n\}, \{b_n\}$ and $\{c_n\}$ are three sequences in $(0, 1)$ such that

(i) $a_n + b_n + c_n = 1$, \quad $\forall n \geq 1$;

(ii) $\lim_{n \to \infty} a_n = 0$ and $\sum_{n=1}^{\infty} a_n = \infty$;

(iii) $0 < \lim \inf_{n \to \infty} b_n \leq \lim \sup_{n \to \infty} b_n < 1$.

If $I - \lambda_1 A_1, I - \lambda_2 A_2$ are nonexpansive and $\lim_{n \to \infty} \|A_1 y_n - A_1 y^*\| = \lim_{n \to \infty} \|A_2 x_n - A_2 x^*\| = 0$ for all $x^* \in \Omega$ and $y^* = Q_C(x^* - \lambda_2 A_2 x^*)$. Then $\{x_n\}$ converges strongly to $q \in \Omega$, which solves the following variational inequality:

$$(q - f(q), j(q - p)) \leq 0, \quad \forall f \in \Pi_C, \; p \in \Omega.$$  

**Proof.** Step 1. We show that $\{x_n\}$ is bounded. Let $x^* \in \Omega$ and $t_n = Q_C(y_n - \lambda_1 A_1 y_n)$. It follows from Lemma 2.11 that

$$x^* = Q_C[Q_C(x^* - \lambda_2 A_2 x^*) - \lambda_1 A_1 Q_C(x^* - \lambda_2 A_2 x^*)].$$

Put $y^* = Q_C(x^* - \lambda_2 A_2 x^*)$, then $x^* = Q_C(y^* - \lambda_1 A_1 y^*)$ and

$$x_{n+1} = a_n f(x_n) + b_n x_n + c_n S t_n.$$  

Since $I - \lambda_i A_i$ $(i = 1, 2)$ and $Q_C$ are nonexpansive. Therefore

$$\|t_n - x^*\| = \|Q_C(y_n - \lambda_1 A_1 y_n) - Q_C(y^* - \lambda_1 A_1 y^*)\| \leq \|y_n - y^*\|$$

and

$$\|S t_n - x^*\| \leq \|t_n - x^*\|.$$  

It follows that

$$\|x_{n+1} - x^*\| = \|a_n f(x_n) + b_n x_n + c_n S t_n - x^*\|$$

$$\leq a_n \|f(x_n) - x^*\| + b_n \|x_n - x^*\| + c_n \|t_n - x^*\|$$

$$\leq a_n \|f(x_n) - x^*\| + (1 - a_n) \|x_n - x^*\|$$

$$\leq a_n \|f(x_n) - x^*\| + a_n \|f(x^*) - x^*\| + (1 - a_n) \|x_n - x^*\|$$

$$= a_n \|f(x^*) - x^*\| + (1 - a_n(1 - \alpha)) \|x_n - x^*\|.$$
By induction, we have
\[ \|x_{n+1} - x^*\| \leq \max\left\{ \frac{\|f(x^*) - x^*\|}{1 - \alpha}, \|x_1 - x^*\| \right\}. \]

Therefore, \( \{x_n\} \) is bounded. Hence \( \{y_n\}, \{t_n\}, \{A_1y_n\}, \{A_2x_n\}, \{St_n\} \) and \( \{f(x_n)\} \) are also bounded.

**Step 2.** We show that \( \lim_{n \to \infty} \|x_{n+1} - x_n\| = 0. \)

By nonexpansiveness of \( Q_C \) and \( I - \lambda_iA_i \ (i = 1, 2) \), we have
\[
\|t_{n+1} - t_n\| = \|Q_C(y_{n+1} - \lambda_1A_1y_{n+1}) - Q_C(y_n - \lambda_1A_1y_n)\|
\leq \|y_{n+1} - y_n\| = \|Q_C(x_{n+1} - \lambda_2A_2x_{n+1}) - Q_C(x_n - \lambda_2A_2x_n)\|
\leq \|x_{n+1} - x_n\|. \tag{3.2}
\]

Let \( w_n = \frac{x_{n+1} - b_nx_n}{1 - b_n}, \ n \in \mathbb{N}. \) Then \( x_{n+1} = b_nx_n + (1 - b_n)w_n \) for all \( n \in \mathbb{N} \) and
\[
w_{n+1} - w_n = \frac{x_{n+2} - b_{n+1}x_{n+1}}{1 - b_{n+1}} - \frac{x_{n+1} - b_nx_n}{1 - b_n}
= \frac{a_{n+1}f(x_{n+1}) + c_{n+1}St_{n+1}}{1 - b_{n+1}} - \frac{a_nf(x_n) + c_nSt_n}{1 - b_n}
= \frac{a_{n+1}}{1 - b_{n+1}}(f(x_{n+1}) - St_{n+1}) + \frac{a_n}{1 - b_n}(St_n - f(x_n)) + St_{n+1} - St_n. \tag{3.3}
\]

By (3.2), (3.3) and nonexpansiveness of \( S \), we have
\[
\|w_{n+1} - w_n\| - \|x_{n+1} - x_n\| \leq \frac{a_{n+1}}{1 - b_{n+1}}\|f(x_{n+1}) - St_{n+1}\| + \frac{a_n}{1 - b_n}\|St_n - f(x_n)\|.
\]

By this together with the conditions (ii) and (iii), we obtain that
\[
\limsup_{n \to \infty} \|w_{n+1} - w_n\| - \|x_{n+1} - x_n\| \leq 0.
\]

Hence, by Lemma 2.6, we get \( \|x_n - w_n\| \to 0 \) as \( n \to \infty. \) Consequently,
\[
\lim_{n \to \infty} \|x_{n+1} - x_n\| = \lim_{n \to \infty} (1 - b_n)\|w_n - x_n\| = 0. \tag{3.4}
\]

**Step 3.** We show that \( \lim_{n \to \infty} \|Sx_n - x_n\| = 0. \)

Since
\[ x_{n+1} - x_n = a_n(f(x_n) - x_n) + c_n(St_n - x_n), \]

it follows from (3.4) and the conditions (i)-(iii) that
\[ \|St_n - x_n\| \to 0 \]
as \( n \to \infty \).

(3.5) Let \( r = \sup_{n \geq 1} \{ \|x_n - x^*\|, \|y_n - y^*\|, \|t_n - x^*\| \} \). By Lemma 2.4 (b) and Lemma 2.8, we obtain

\[
\|t_n - x^*\|^2 = \|Q_C(y_n - \lambda_1 A_1 y_n) - Q_C(y^* - \lambda_1 A_1 y^*)\|^2 \\
\leq \langle y_n - \lambda_1 A_1 y_n - (y^* - \lambda_1 A_1 y^*), j(t_n - x^*) \rangle \\
= \langle y_n - y^*, j(t_n - x^*) \rangle - \lambda_1 \langle A_1 y_n - A_1 y^*, j(t_n - x^*) \rangle \\
\leq \frac{1}{2} \|y_n - y^*\|^2 + \|t_n - x^*\|^2 - g(\|y_n - y^* - (t_n - x^*)\|) \\
+ \lambda_1 \langle A_1 y^* - A_1 y_n, j(t_n - x^*) \rangle,
\]

which implies

\[
\|t_n - x^*\|^2 \leq \|y_n - y^*\|^2 - g(\|y_n - y^* - (t_n - x^*)\|) \\
+ 2\lambda_1 \langle A_1 y^* - A_1 y_n, j(t_n - x^*) \rangle \\
\leq \|y_n - y^*\|^2 - g(\|y_n - y^* - (t_n - x^*)\|) \\
+ 2\lambda_1 \|A_1 y^* - A_1 y_n\| \|t_n - x^*\|. \tag{3.6}
\]

Similarly, we have

\[
\|y_n - y^*\|^2 = \|Q_C(x_n - \lambda_2 A_2 x_n) - Q_C(x^* - \lambda_2 A_2 x^*)\|^2 \\
\leq \langle x_n - \lambda_2 A_2 x_n - (x^* - \lambda_2 A_2 x^*), j(y_n - y^*) \rangle \\
= \langle x_n - x^*, j(y_n - y^*) \rangle - \lambda_2 \langle A_2 x_n - A_2 x^*, j(y_n - y^*) \rangle \\
\leq \frac{1}{2} \|x_n - x^*\|^2 + \|y_n - y^*\|^2 - g(\|x_n - x^* - (y_n - y^*)\|) \\
+ \lambda_2 \langle A_2 x^* - A_2 x_n, j(y_n - y^*) \rangle,
\]

which implies

\[
\|y_n - y^*\|^2 \leq \|x_n - x^*\|^2 - g(\|x_n - x^* - (y_n - y^*)\|) \\
+ 2\lambda_2 \langle A_2 x^* - A_2 x_n, j(y_n - y^*) \rangle \\
\leq \|x_n - x^*\|^2 - g(\|x_n - x^* - (y_n - y^*)\|) \\
+ 2\lambda_2 \|A_2 x^* - A_2 x_n\| \|y_n - y^*\|. \tag{3.7}
\]
From (3.6), (3.7) and the convexity of $\| \cdot \|^2$, we have

$$
\| x_{n+1} - x^* \|^2 \leq a_n \| f(x_n) - x^* \|^2 + b_n \| x_n - x^* \|^2 + c_n \| t_n - x^* \|^2 \\
\leq a_n \| f(x_n) - x^* \|^2 + b_n \| x_n - x^* \|^2 \\
+ c_n \| y_n - y^* \|^2 - g(\| y_n - y^* - (t_n - x^*) \|)
$$

By (3.5) and (3.8), we have

$$
\| x_n - t_n \| \leq \| x_n - y_n - (x^* - y^*) \| + \| y_n - t_n - (y^* - x^*) \| \to 0 \text{ as } n \to \infty.
$$

(3.8)

By (3.5) and (3.8), we have

$$
\| Sx_n - x_n \| \leq \| Sx_n - St_n \| + \| St_n - x_n \| \\
\leq \| x_n - t_n \| + \| St_n - x_n \| \to 0 \text{ as } n \to \infty.
$$

(3.9)
Define a mapping \( W : C \to C \) as
\[
Wx = \eta Sx + (1 - \eta)Gx, \quad \forall x \in C,
\]
where \( \eta \) is a constant in \((0,1)\). Then, it follows from Lemma 2.7 that \( F(W) = F(G) \cap F(S) \) and \( W \) is nonexpansive. From (3.8) and (3.9), we have
\[
\|x_n - Wx_n\| = \|x_n - (\eta Sx_n + (1 - \eta)Gx_n)\|
\leq \eta \|x_n - Sx_n\| + (1 - \eta)\|x_n - Gx_n\|
\leq \eta \|x_n - Sx_n\| + (1 - \eta)\|x_n - Gx_n\|
= \eta \|x_n - Sx_n\| + (1 - \eta)\|x_n - t_n\| \to 0 \text{ as } n \to \infty. \tag{3.10}
\]

**Step 4.** We claim that
\[
\limsup_{n \to \infty}(f(q) - q, j(x_n - q)) \leq 0, \tag{3.11}
\]
where \( q = \lim_{t \to 0} x_t \) with \( x_t \) being the fixed point of the contraction
\[
x \mapsto tf(x) + (1 - t)Wx.
\]
From Lemma 2.9, we have \( q \in F(W) = F(G) \cap F(S) = \Omega \) and
\[
\langle (I - f)q, j(q - p) \rangle \leq 0, \quad \forall f \in \Pi_C, \ p \in \Omega.
\]
Since \( x_t = tf(x_t) + (1 - t)Wx_t \), we have
\[
\|x_t - x_n\| = \|tf(x_t) + (1 - t)Wx_t - x_n\|
= \|(1 - t)(Wx_t - x_n) + t(f(x_t) - x_n)\|.
\]
It follows from (3.10) and Lemma 2.2 that
\[
\|x_t - x_n\|^2 = \|(1 - t)(Wx_t - x_n) + t(f(x_t) - x_n)\|^2
\leq (1 - t)^2\|Wx_t - x_n\|^2 + 2t\langle f(x_t) - x_n, j(x_t - x_n)\rangle
\leq (1 - t)^2(\|Wx_t - Wx_n\| + \|Wx_n - x_n\|)^2 + 2t\langle f(x_t) - x_n, j(x_t - x_n)\rangle
= (1 - t)^2(\|Wx_t - Wx_n\|^2 + 2\|Wx_t - Wx_n\|\|Wx_n - x_n\| + \|Wx_n - x_n\|^2)
+ 2t\langle f(x_t) - x_t, j(x_t - x_n)\rangle + 2t\langle x_t - x_n, j(x_t - x_n)\rangle
\leq (1 - 2t + t^2)\|x_t - x_n\|^2 + (1 - t)^2(2\|x_t - x_n\|\|Wx_n - x_n\| + \|Wx_n - x_n\|^2)
+ 2t\langle f(x_t) - x_t, j(x_t - x_n)\rangle + 2t\|x_t - x_n\|^2
= (1 + t^2)\|x_t - x_n\|^2 + f_n(t) + 2t\langle f(x_t) - x_t, j(x_t - x_n)\rangle, \tag{3.12}
\]
where \( f_n(t) = (1 - t)^2(2\|x_t - x_n\| + \|Wx_n - x_n\|\|Wx_n - x_n\|) \to 0 \text{ as } n \to \infty. \)

It follows from (3.12) that
\[
\langle x_t - f(x_t), j(x_t - x_n)\rangle \leq \frac{t}{2}\|x_t - x_n\|^2 + \frac{f_n(t)}{2t}. \tag{3.13}
\]
Let \( n \to \infty \) in (3.13), we obtain that
\[
\limsup_{n \to \infty} \langle x_t - f(x_t), j(x_t - x_n) \rangle \leq \frac{t}{2} M, \tag{3.14}
\]
where \( M > 0 \) is a constant such that \( M \geq \|x_t - x_n\|^2 \) for all \( t \in (0, 1) \) and \( n \geq 1 \). Let \( t \to 0 \) in (3.14), we obtain
\[
\limsup_{t \to 0} \limsup_{n \to \infty} \langle x_t - f(x_t), j(x_t - x_n) \rangle \leq 0. \tag{3.15}
\]
On the other hand, we have
\[
\langle f(q) - q, j(x_n - q) \rangle = \langle f(q) - q, j(x_n - q) \rangle - \langle f(q) - q, j(x_n - x_t) \rangle
+ \langle f(q) - q, j(x_n - x_t) \rangle - \langle f(q) - x_t, j(x_n - x_t) \rangle
+ \langle f(q) - x_t, j(x_n - x_t) \rangle - \langle f(x_t) - x_t, j(x_n - x_t) \rangle
+ \langle f(x_t) - x_t, j(x_n - x_t) \rangle
= \langle f(q) - q, j(x_n - q) - j(x_n - x_t) \rangle + \langle x_t - q, j(x_n - x_t) \rangle
+ \langle f(q) - f(x_t), j(x_n - x_t) \rangle + \langle f(x_t) - x_t, j(x_n - x_t) \rangle.
\]
It follows that
\[
\limsup_{n \to \infty} \langle f(q) - q, j(x_n - q) \rangle
\leq \limsup_{n \to \infty} \langle f(q) - q, j(x_n - q) - j(x_n - x_t) \rangle + \|x_t - q\| \limsup_{n \to \infty} \|x_n - x_t\|
+ \alpha \|x_t - q\| \limsup_{n \to \infty} \|x_n - x_t\| + \limsup_{n \to \infty} \langle f(x_t) - x_t, j(x_n - x_t) \rangle.
\]
Noticing that \( j \) is norm-to-norm uniformly continuous on a bounded subset of \( C \), it follows from (3.15) and \( \lim_{t \to 0} x_t = q \) that
\[
\limsup_{n \to \infty} \langle f(q) - q, j(x_n - q) \rangle = \limsup_{t \to 0} \limsup_{n \to \infty} \langle f(q) - q, j(x_n - q) \rangle \leq 0.
\]
Hence (3.11) holds.

Step 5. Finally, we show that \( x_n \to q \) as \( n \to \infty \).

From (3.1), we have
\[
\|x_{n+1} - q\|^2 = \langle x_{n+1} - q, j(x_{n+1} - q) \rangle
= \langle a_n f(x_n) - q, j(x_{n+1} - q) \rangle + b_n \langle x_{n+1} - q, j(x_{n+1} - q) \rangle
tag{3.16}
= a_n \langle f(x_n) - q, j(x_{n+1} - q) \rangle + b_n \langle x_{n+1} - q, j(x_{n+1} - q) \rangle
+ c_n \langle St_n - q, j(x_{n+1} - q) \rangle + a_n \langle f(q) - q, j(x_{n+1} - q) \rangle
\]
\[
\begin{align*}
\leq & \ a_n \alpha \|x_n - q\| \|x_{n+1} - q\| + b_n \|x_n - q\| \|x_{n+1} - q\|
+ c_n \|S_t - q\| \|x_{n+1} - q\| + a_n \langle f(q) - q, j(x_{n+1} - q) \rangle \\
\leq & \ a_n \alpha \|x_n - q\| \|x_{n+1} - q\| + b_n \|x_n - q\| \|x_{n+1} - q\|
+ c_n \|x_n - q\| \|x_{n+1} - q\| + a_n \langle f(q) - q, j(x_{n+1} - q) \rangle \\
= & \ (1 - a_n(1 - \alpha)) \|x_n - q\| \|x_{n+1} - q\| + a_n \langle f(q) - q, j(x_{n+1} - q) \rangle \\
\leq & \ \frac{1 - a_n(1 - \alpha)}{2} \left( \|x_n - q\|^2 + \|x_{n+1} - q\|^2 \right) + a_n \langle f(q) - q, j(x_{n+1} - q) \rangle \\
\leq & \ \frac{1 - a_n(1 - \alpha)}{2} \|x_n - q\|^2 + \frac{1}{2} \|x_{n+1} - q\|^2 + a_n \langle f(q) - q, j(x_{n+1} - q) \rangle,
\end{align*}
\]
which implies
\[
\|x_{n+1} - q\|^2 \leq (1 - a_n(1 - \alpha)) \|x_n - q\|^2 + a_n(1 - \alpha) \frac{2\langle f(q) - q, j(x_{n+1} - q) \rangle}{1 - \alpha}.
\]

It follows from Lemma 2.3, (3.11) and the condition (ii) that \( \{x_n\} \) converges strongly to \( q \). This completes the proof. \( \square \)

The following examples show that there are mappings \( A_1 \) and \( A_2 \) which satisfy those conditions in Theorem 3.1.

Let \( X \) be a uniformly convex and 2-uniformly smooth Banach space with the 2-uniformly smooth constant \( K \), let \( C \) be a nonempty closed convex subset of \( X \). Let \( A_1, A_2 : C \to X \) be \( \alpha_1 \)-inverse strongly accretive and \( \alpha_2 \)-inverse strongly accretive, respectively. If \( 0 < \lambda_1 < \frac{\alpha_1}{\lambda_2} \) and \( 0 < \lambda_2 < \frac{\alpha_2}{\lambda_2} \), then we have

1. \( I - \lambda_1 A_1 \) and \( I - \lambda_2 A_2 \) are nonexpansive and
2. \( \|A_1 y_n - A_1 y^*\| \to 0 \) and \( \|A_2 x_n - A_2 x^*\| \to 0 \) as \( n \to \infty \) for all \( x^* \in \Omega \) and \( y^* = Q_C(x^* - \lambda_2 A_2 x^*) \) where \( \{x_n\} \) and \( \{y_n\} \) are two sequences defined as in Theorem 3.1.

**Proof.** (1) For any \( x, y \in C \), it follows from Lemma 2.1 that
\[
\|(I - \lambda_1 A_1)x - (I - \lambda_1 A_1)y\|^2 = \|x - y - \lambda_1 (A_1 x - A_1 y)\|^2 \\
\leq \|x - y\|^2 - 2\lambda_1 \langle A_1 x - A_1 y, j(x - y) \rangle + 2\lambda_1^2 K^2 \|A_1 x - A_1 y\|^2 \\
\leq \|x - y\|^2 - 2\lambda_1 \alpha_1 \|A_1 x - A_1 y\|^2 + 2\lambda_1^2 K^2 \|A_1 x - A_1 y\|^2 \\
= \|x - y\|^2 + 2\lambda_1 (\lambda_1 K^2 - \alpha_1) \|A_1 x - A_1 y\|^2.
\]
It clear that if \( 0 < \lambda_1 < \frac{\alpha_1}{\lambda_2} \), then \( I - \lambda_1 A_1 \) is nonexpansive. Similarly, we can show that \( I - \lambda_2 A_2 \) is nonexpansive.

(2) Let \( \{x_n\} \) and \( \{y_n\} \) be the sequences defined as in Theorem 3.1. From
Lemma 2.1, nonexpansiveness of $S$, $Q_C$ and the convexity of $\|\cdot\|^2$, we obtain

$$
\|x_{n+1} - x^*\|^2 \leq a_n \|f(x_n) - x^*\|^2 + b_n \|x_n - x^*\|^2 + c_n \|t_n - x^*\|^2
$$

$$
\leq a_n \|f(x_n) - x^*\|^2 + b_n \|x_n - x^*\|^2 + c_n \|y_n - y^* - \lambda_1(A_1y_n - A_1y^*)\|^2
$$

$$
\leq a_n \|f(x_n) - x^*\|^2 + b_n \|x_n - x^*\|^2
$$

$$
+ c_n \|y_n - y^*\|^2 - 2\lambda_1 \langle A_1y_n - A_1y^*, j(y_n - y^*) \rangle + 2K^2 \lambda_1^2 \|A_1y_n - A_1y^*\|^2
$$

$$
\leq a_n \|f(x_n) - x^*\|^2 + b_n \|x_n - x^*\|^2
$$

$$
+ c_n \|y_n - y^*\|^2 - 2\lambda_1 \|A_1y_n - A_1y^*\|^2 + 2\lambda_1^2 K^2 \|A_1y_n - A_1y^*\|^2
$$

$$
= a_n \|f(x_n) - x^*\|^2 + b_n \|x_n - x^*\|^2 + c_n \|y_n - y^*\|^2
$$

$$
- 2c_n\lambda_1(\alpha_1 - \lambda_1 K^2) \|A_1y_n - A_1y^*\|^2
$$

$$
\leq a_n \|f(x_n) - x^*\|^2 + b_n \|x_n - x^*\|^2
$$

$$
+ c_n \|y_n - y^*\|^2 - 2\lambda_2 \langle A_2x_n - A_2x^*, j(x_n - x^*) \rangle + 2\lambda_2^2 K^2 \|A_2x_n - A_2x^*\|^2
$$

$$
- 2c_n\lambda_1(\alpha_1 - \lambda_1 K^2) \|A_1y_n - A_1y^*\|^2
$$

$$
\leq a_n \|f(x_n) - x^*\|^2 + b_n \|x_n - x^*\|^2
$$

$$
+ c_n \|y_n - y^*\|^2 - 2\lambda_2 \|A_2x_n - A_2x^*\|^2 + 2\lambda_2^2 K^2 \|A_2x_n - A_2x^*\|^2
$$

$$
- 2c_n\lambda_1(\alpha_1 - \lambda_1 K^2) \|A_1y_n - A_1y^*\|^2
$$

$$
= a_n \|f(x_n) - x^*\|^2 + (1 - a_n) \|x_n - x^*\|^2 - 2c_n\lambda_1(\alpha_1 - \lambda_1 K^2) \|A_1y_n - A_1y^*\|^2
$$

$$
- 2c_n\lambda_2(\alpha_2 - \lambda_2 K^2) \|A_2x_n - A_2x^*\|^2.
$$

Which implies that

$$
2c_n\lambda_1(\alpha_1 - \lambda_1 K^2) \|A_1y_n - A_1y^*\|^2 + 2c_n\lambda_2(\alpha_2 - \lambda_2 K^2) \|A_2x_n - A_2x^*\|^2
$$

$$
\leq a_n \|f(x_n) - x^*\|^2 + \|x_n - x^*\|^2 - \|x_{n+1} - x^*\|^2
$$

$$
\leq a_n \|f(x_n) - x^*\|^2 + \|x_n - x_{n+1}\| \left(\|x_n - x^*\| + \|x_{n+1} - x^*\|\right).
$$

From (i)-(iii) and (3.4), we obtain $\|A_1y_n - A_1y^*\| \to 0$ and $\|A_2x_n - A_2x^*\| \to 0$ as $n \to \infty$. \qed

Let $X$ be a uniformly convex and 2-uniformly smooth Banach space with the 2-uniformly smooth constant $K$, let $C$ be a nonempty closed convex subset of $X$. Let $A_1 : C \to X$ be relaxed $(c_1^*, d_1^*)$-cocoercive and $L_1$-Lipschitzian and $A_2 : C \to X$ be relaxed $(c_2^*, d_2^*)$-cocoercive and $L_2$-Lipschitzian. If $0 < \lambda_1 < \frac{d_1^* - c_1^*L_1^2}{K^2L_1^4}$ and $0 < \lambda_2 < \frac{d_2^* - c_2^*L_2^2}{K^2L_2^4}$, then we have

1. $I - \lambda_1 A_1$ and $I - \lambda_2 A_2$ are nonexpansive and

2. $\|A_1y_n - A_1y^*\| \to 0$ and $\|A_2x_n - A_2x^*\| \to 0$ as $n \to \infty$ for all $x^* \in \Omega$ and $y^* = Q_C(x^* - \lambda_2 A_2x^*)$ where $\{x_n\}$ and $\{y_n\}$ are two sequences defined as in Theorem 3.1.
Proof. (1) For any \( x, y \in C \), it follows from Lemma 2.1 that

\[
\|(I - \lambda_1 A_1)x - (I - \lambda_1 A_1)y\|^2 = \|x - y - \lambda_1(A_1x - A_1y)\|^2 \\
\leq \|x - y\|^2 - 2\lambda_1\langle A_1x - A_1y, j(x - y)\rangle + 2\lambda_1^2 K^2\|A_1x - A_1y\|^2 \\
\leq \|x - y\|^2 - 2\lambda_1(-c_1^*\|A_1x - A_1y\|^2 + d_1^*\|x - y\|^2) + 2\lambda_1^2 K^2\|A_1x - A_1y\|^2 \\
\leq \|x - y\|^2 + 2(\lambda_1 c_1^* L_1^2 - \lambda_1 d_1^* + K^2 \lambda_1^2 L_1^2)\|x - y\|^2.
\]

It is clear that if \( 0 < \lambda_1 < \frac{d_1^* - c_1^* L_1^2}{K^2 L_1^2} \), then \( I - \lambda_1 A_1 \) is nonexpansive. Similarly, we can show that \( I - \lambda_2 A_2 \) is nonexpansive.

(2) Let \( \{x_n\} \) and \( \{y_n\} \) be the sequences defined as in Theorem 3.1. From Lemma 2.1, nonexpansiveness of \( S, Q_C \) and the convexity of \( \|\cdot\|^2 \), we obtain

\[
\|x_{n+1} - x^*\|^2 \\
\leq a_n\|f(x_n) - x^*\|^2 + b_n\|x_n - x^*\|^2 + c_n\|t_n - x^*\|^2 \\
\leq a_n\|f(x_n) - x^*\|^2 + b_n\|x_n - x^*\|^2 + c_n\|y_n - y^* - \lambda_1(A_1y_n - A_1y^*)\|^2 \\
\leq a_n\|f(x_n) - x^*\|^2 + b_n\|x_n - x^*\|^2 \\
+ c_n\|y_n - y^*\|^2 - 2\lambda_1\langle A_1y_n - A_1y^*, j(y_n - y^*)\rangle + 2K^2\lambda_1^2\|A_1y_n - A_1y^*\|^2 \\
\leq a_n\|f(x_n) - x^*\|^2 + b_n\|x_n - x^*\|^2 \\
+ c_n\|y_n - y^*\|^2 - 2\lambda_1(-c_1^*\|A_1y_n - A_1y^*\|^2 + d_1^*\|y_n - y^*\|^2) \\
+ 2\lambda_1^2 K^2\|A_1y_n - A_1y^*\|^2 \\
\leq a_n\|f(x_n) - x^*\|^2 + b_n\|x_n - x^*\|^2 \\
+ c_n\|y_n - y^*\|^2 + 2\lambda_1 c_1^*\|A_1y_n - A_1y^*\|^2 - \frac{2\lambda_1 d_1^*}{L_1^2}\|A_1y_n - A_1y^*\|^2 \\
+ 2\lambda_1^2 K^2\|A_1y_n - A_1y^*\|^2 \\
= a_n\|f(x_n) - x^*\|^2 + b_n\|x_n - x^*\|^2 + c_n\|y_n - y^*\|^2 \\
- 2c_n\lambda_1(\frac{d_1^*}{L_1^2} - c_1^* - \lambda_1 K^2)\|A_1y_n - A_1y^*\|^2 \\
\leq a_n\|f(x_n) - x^*\|^2 + b_n\|x_n - x^*\|^2 + c_n\|x_n - x^* - \lambda_2(A_2x_n - A_2x^*)\|^2 \\
- 2c_n\lambda_1(\frac{d_1^*}{L_1^2} - c_1^* - \lambda_1 K^2)\|A_1y_n - A_1y^*\|^2 \\
\leq a_n\|f(x_n) - x^*\|^2 + b_n\|x_n - x^*\|^2 \\
+ c_n\|x_n - x^*\|^2 - 2\lambda_2\langle A_2x_n - A_2x^*, j(x_n - x^*)\rangle.
\]
\[ + 2K^2\lambda_2^2\|A_2x_n - A_2x^*\|^2 \]
\[-2c_n\lambda_1\left(\frac{d_1^*}{L_1^2} - c_1^* - \lambda_1K^2\right)\|A_1y_n - A_1y^*\|^2 \]
\[\leq a_n\|f(x_n) - x^*\|^2 + b_n\|x_n - x^*\|^2 \]
\[+ c_n\|x_n - x^*\|^2 - 2\lambda_2(-c_2^*\|A_2x_n - A_2x^*\|^2 + d_2\|x_n - x^*\|^2) \]
\[+ 2K^2\lambda_2^2\|A_2x_n - A_2x^*\|^2 \]
\[-2c_n\lambda_1\left(\frac{d_1^*}{L_1^2} - c_1^* - \lambda_1K^2\right)\|A_1y_n - A_1y^*\|^2 \]
\[\leq a_n\|f(x_n) - x^*\|^2 + b_n\|x_n - x^*\|^2 \]
\[+ c_n\|x_n - x^*\|^2 + 2\lambda_2c_2^*\|A_2x_n - A_2x^*\|^2 - \frac{2\lambda_2d_2^*}{L_2}\|A_2x_n - A_2x^*\|^2 \]
\[-2c_n\lambda_1\left(\frac{d_1^*}{L_1^2} - c_1^* - \lambda_1K^2\right)\|A_1y_n - A_1y^*\|^2 \]
\[= a_n\|f(x_n) - x^*\|^2 + (1 - a_n)\|x_n - x^*\|^2 \]
\[-2c_n\lambda_1\left(\frac{d_1^*}{L_1^2} - c_1^* - \lambda_1K^2\right)\|A_1y_n - A_1y^*\|^2 \]
\[-2c_n\lambda_2\left(\frac{d_2^*}{L_2^2} - c_2^* - \lambda_2K^2\right)\|A_2x_n - A_2x^*\|^2 . \]

Which implies that
\[2c_n\lambda_1\left(\frac{d_1^*}{L_1^2} - c_1^* - \lambda_1K^2\right)\|A_1y_n - A_1y^*\|^2 \]
\[+ 2c_n\lambda_2\left(\frac{d_2^*}{L_2^2} - c_2^* - \lambda_2K^2\right)\|A_2x_n - A_2x^*\|^2 \]
\[\leq a_n\|f(x_n) - x^*\|^2 + \|x_n - x^*\|^2 - \|x_{n+1} - x^*\|^2 \]
\[\leq a_n\|f(x_n) - x^*\|^2 + \|x_n - x_{n+1}\|(\|x_n - x^*\| + \|x_{n+1} - x^*\|) . \]

From (i)-(iii) and (3.4), we obtain \(\|A_1y_n - A_1y^*\| \to 0\) and \(\|A_2x_n - A_2x^*\| \to 0\) as \(n \to \infty\). □

By using the same proof as in Example 3 and Example 3, we obtain the following example.

Let \(X\) be a uniformly convex and 2-uniformly smooth Banach space with the 2-uniformly smooth constant \(K\), let \(C\) be a nonempty closed convex subset of \(X\). Let \(A_1 : C \to X\) be \(\alpha\)-inverse strongly accretive and \(A_2 : C \to X\) be relaxed \((c,d)\)-cocoercive and \(L\)-Lipschitzian. If \(0 < \lambda_1 < \frac{\alpha}{K^2}\) and \(0 < \lambda_2 < \frac{d-cL^2}{K^2L^2}\), then we have

1. \(I - \lambda_1A_1\) and \(I - \lambda_2A_2\) are nonexpansive and
2. \(\|A_1y_n - A_1y^*\| \to 0\) and \(\|A_2x_n - A_2x^*\| \to 0\) as \(n \to \infty\) for all \(x^* \in \Omega\)
and \( y^* = Q_C(x^* - \lambda_2 A_2 x^*) \) where \( \{x_n\} \) and \( \{y_n\} \) are two sequences defined as in Theorem 3.1.

Let \( A \) be the class of all \( \alpha_1 \)-inverse-strongly accretive mappings from \( C \) into \( X \), \( B \) the class of all \( \alpha_2 \)-inverse-strongly accretive mappings from \( C \) into \( X \), \( C \) the class of all \( L \)-Lipschitzian and relaxed \((c,d)\)-cocoercive mappings from \( C \) into \( X \) and \( D \) the class of all \( L_1 \)-Lipschitzian and relaxed \((c^*,d^*)\)-cocoercive mappings from \( C \) into \( X \).

From Theorem 3.1, Example 3 - 3, we obtain the following result.

**Corollary 3.2.** Let \( X \) be a uniformly convex and 2-uniformly smooth Banach space with the 2-uniformly smooth constant \( K \), let \( C \) be a nonempty closed convex subset of \( X \) and \( Q_C \) a sunny nonexpansive retraction from \( X \) onto \( C \). Let \( A_1, A_2 : C \to X \) be two mappings satisfying one of the following conditions:

1. \( A_1 \in A, A_2 \in B, 0 < \lambda_1 < \frac{\alpha_1}{K^2} \) and \( 0 < \lambda_2 < \frac{\alpha_2}{K^2} \);
2. \( A_1 \in C, A_2 \in D, 0 < \lambda_1 < \frac{d - c L^2}{K^2 L^2} \) and \( 0 < \lambda_2 < \frac{d^* - c^* L_1^2}{K^2 L_1^2} \);
3. \( A_1 \in A, A_2 \in C, 0 < \lambda_1 < \frac{\alpha_1}{K^2} \) and \( 0 < \lambda_1 < \frac{d - c L^2}{K^2 L^2} \).

Let \( f \) be a contractive mapping with the constant \( \alpha \in (0,1) \) and \( S : C \to C \) a nonexpansive mapping such that \( \Omega = F(S) \cap F(G) \neq \emptyset \), where \( G \) is the mapping defined as in Lemma 2.10. For a given \( x_1 \in C \), let \( \{x_n\} \) and \( \{y_n\} \) be the sequences generated by

\[
\begin{align*}
\{ & y_n = Q_C(x_n - \lambda_2 A_2 x_n), \\
x_{n+1} = a_n f(x_n) + b_n x_n + c_n SQ_C(y_n - \lambda_1 A_1 y_n), & n \geq 1,
\end{align*}
\]

where \( \{a_n\}, \{b_n\} \) and \( \{c_n\} \) are three sequences in \((0,1)\). If the conditions (i)-(iii) in Theorem 3.1 hold, then \( \{x_n\} \) converges strongly to \( q \in \Omega \), which solves the following variational inequality:

\[
\langle q - f(q), j(q - p) \rangle \leq 0, \quad \forall f \in \Pi_C, \ p \in \Omega.
\]

**Remark 3.1.** Corollary 3.2 improves and extends Theorem 3.4 of Katchang and Kumam [9] and Theorem 3.1 of Yao et al. [8].

### 4 Applications

Using Corollary 3.2, we prove two theorems in a real Banach space.

In a real Banach space \( X \), we recall that an accretive operator \( T \) is \( m \)-accretive if \( R(I + rT) = X \) for all \( r > 0 \), where \( I \) is the identity operator. The set of zero of \( T \) is denoted by \( T^{-1}(0) \), that \( T^{-1}(0) = \{ z \in D(T) : 0 \in T(z) \} \).

We denote the resolvent of \( T \) by \( J_r^T = (I + rT)^{-1} \) for each \( r > 0 \), it is known that if \( T \) is \( m \)-accretive then \( J_r^T : X \to X \) is nonexpansive and \( F(J_r^T) = T^{-1}(0) \) for each \( r > 0 \).
It follows from Example 3(1) that which hence leads to a contradiction. This shows that the desired result.

Let that \( S \) be an \( m \)-accretive mapping such that \( \Omega = A^{-1}(0) \cap T^{-1}(0) \neq \emptyset \). For a given \( x_1 \in C \), let \( \{x_n\} \) and \( \{y_n\} \) be the sequences generated by

\[
\begin{align*}
y_n &= x_n - \lambda Ax_n, \\
x_{n+1} &= a_n f(x_n) + b_n x_n + c_n J_T^n(y_n - \lambda Ay_n), \quad n \geq 1,
\end{align*}
\]

where \( \{a_n\}, \{b_n\} \) and \( \{c_n\} \) are three sequences in \((0,1)\). If the conditions (i)-(iii) in Theorem 3.1 hold, then \( \{x_n\} \) converges strongly to \( q \in \Omega \), which solves the following variational inequality:

\[
\langle q - f(q), j(q - p) \rangle \leq 0, \quad \forall f \in \Pi_C, \; p \in \Omega.
\]

**Proof.** We have \( \lambda = \lambda_1 = \lambda_2, A = A_1 = A_2, C = X \) and \( Q_X = I \). In this case, we have \( A^{-1}(0) = F(I - \lambda A) = S(X,A) \) (see [4]). We want to show that \( S(X,A) = F(G) \). Indeed, it is sufficient to show that \( F(G) \subseteq S(X,A) \).

Let \( x^* \in F(G) \), then \( x^* = y^* - \lambda Ay^* \), where \( y^* = x^* - \lambda Ax^* \). We claim that \( x^* = y^* \). Assume that \( x^* \neq y^* \), therefore \( Ax^* \neq 0 \), \( Ay^* \neq 0 \) and \( Ay^* - Ax^* \neq 0 \). It follows from Example 3(1) that

\[
\|x^* - y^*\|^2 = \|(I - \lambda A)y^* - (I - \lambda A)x^*\|^2 \\
\leq \|y^* - x^*\|^2 + 2\lambda(\lambda K^2 - \beta)\|Ay^* - Ax^*\|^2 < \|y^* - x^*\|^2,
\]

which hence leads to a contradiction. This show that \( x^* = y^* \), therefore \( x^* \in F(I - \lambda A) = S(X,A) = A^{-1}(0) \). Thus, by Corollary 3.2, we obtain the desired result. \( \square \)

Let \( C \) be a nonempty closed convex subset of \( X \). A mapping \( T : C \to C \) \( k \)-strictly pseudocontractive (see [22]) if for each \( x, y \in C \), there exists a constant \( k > 0 \) and \( j(x,y) \in J(x,y) \) such that

\[
\langle Tx - Ty, j(x - y) \rangle \leq \|x - y\|^2 - k\|(I - T)x - (I - T)y\|^2.
\]

(4.1)

It is clear that (4.1) is equivalent to the following:

\[
\langle (I - T)x - (I - T)y, j(x - y) \rangle \geq k\|(I - T)x - (I - T)y\|^2.
\]

Hence, if \( T \) is \( k \)-strictly pseudocontractive then \( (I - T) \) is \( k \)-inverse-strongly accretive mapping.

**Theorem 4.2.** Let \( X \) be a uniformly convex and 2-uniformly smooth Banach space with the 2-uniformly smooth constant \( K \), let \( C \) be a nonempty closed
convex subset and a sunny nonexpansive retraction of $X$. Let the mappings $T_1, T_2 : C \rightarrow C$ be $k_1$-strictly pseudocontractive and $k_2$-strictly pseudocontractive with $0 < \lambda_1 < \frac{k_1}{2}$ and $0 < \lambda_2 < \frac{k_2}{2}$, respectively. Let $f$ be a contractive mapping with the constant $\alpha \in (0, 1)$ and $S : C \rightarrow C$ a nonexpansive mapping such that $\Omega = F(S) \cap F(G) \neq \emptyset$, where $G$ is the mapping defined as in Lemma 2.10. For a given $x_1 \in C$, let \( \{x_n\} \) and \( \{y_n\} \) be the sequences generated by

\[
\begin{align*}
  y_n &= (1 - \lambda_2)x_n + \lambda_2 T_2 x_n, \\
  x_{n+1} &= a_n f(x_n) + b_n x_n + c_n S((1 - \lambda_1)y_n + \lambda_1 T_1 y_n), \quad n \geq 1,
\end{align*}
\]

where \( \{a_n\}, \{b_n\} \) and \( \{c_n\} \) are three sequences in \((0, 1)\). If the conditions (i)-(iii) in Theorem 3.1 hold, then \( \{x_n\} \) converges strongly to $q \in \Omega$, which solves the following variational inequality:

\[
\langle q - f(q), j(q - p) \rangle \leq 0, \quad \forall f \in \Pi_C, \quad p \in \Omega.
\]

**Proof.** Let $A_1 = I - T_1$ and $A_2 = I - T_2$, then $A_1$ is $k_1$-strictly pseudocontractive and $A_2$ is $k_2$-strictly pseudocontractive, respectively. Since $C$ is a sunny nonexpansive retraction of $X$, there exists a sunny nonexpansive retraction $Q_C$ such that

\[
Q_C(x_n - \lambda_2 A_2 x_n) = x_n - \lambda_2 A_2 x_n = (1 - \lambda_2)x_n + \lambda_2 T_2 x_n
\]

and

\[
Q_C(y_n - \lambda_1 A_1 y_n) = y_n - \lambda_1 A_1 y_n = (1 - \lambda_1)y_n + \lambda_1 T_1 y_n.
\]

Therefore, the conclusion follows immediately from Corollary 3.2.
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