Higher-Order Accurate Schemes for a Variable Coefficient Singularly Perturbed Reaction-Diffusion Problem of Boundary Layer Type
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Abstract

This paper addresses the numerical approximation of linear, steady, one-dimensional, variable coefficient singular perturbation problems of reaction-diffusion type which exhibit boundary layers. Since the diffusion and reaction terms are of opposite sign, this is a special case of the linear source problem [1]. A generalization of the Miller scheme [10] is presented which is second-order accurate, uniformly in the small parameter. This new scheme is then combined with that of Hegarty [5] to yield another scheme which is formally fourth-order accurate. Finally, the Mehrstellenverfahren technique of L. Collatz [2] is applied to produce yet another scheme with formal fourth-order accuracy.
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1 Introduction

A singular perturbation problem is said to be of reaction-diffusion type if the order of the problem is reduced by two when the small parameter is set
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to zero [14]. This is to be distinguished from a convection-diffusion problem [12] where the corresponding reduction in order is only one. Depending on the relative signs of the diffusion and reaction terms, the solution to such a reaction-diffusion equation may exhibit either boundary layer behavior [7] (the subject of the present paper) or become highly oscillatory [8, 9].

While the most general of such problems are nonlinear, transient and multidimensional, this paper focuses on the linear, steady-state, one-dimensional version with variable coefficients. This constitutes the extension of our treatment of the constant coefficient problem which was the subject of [7]. Within these confines, we present new methods of numerical approximation that are uniformly second-order accurate and formally fourth-order accurate. This will be achieved primarily by coupling the method of exponential fitting [3] with the Mehrstellenverfahren technique of L. Collatz [2].

In the development that follows, the focus will be on the boundary layer case. We begin by examining the local truncation error of central differencing which is uniformly zeroth-order accurate as applied to this problem, as well as that of Miller’s scheme [10] which is uniformly first-order accurate and Hegarty’s scheme which is uniformly second-order accurate. These considerations reveal that the respective local truncation errors predict the known asymptotic behaviors of these varied methods.

Motivated by this observation, it is then shown how to generalize the ideas developed in [7] to derive a variant of Miller’s scheme which is uniformly second-order accurate for variable coefficients. The approach taken herein amounts to the annihilation of all objectionable terms (i.e. terms that misbehave in the boundary layer) in the local truncation error. This new scheme is then combined with that of Hegarty to yield another scheme which is uniformly fourth-order accurate. The Mehrstellenverfahren technique (Hermitian method) of L. Collatz [2] is then applied to produce yet another scheme with formal fourth-order accuracy.

Finally, a comparison is made of central differencing, Miller’s scheme, Hegarty’s scheme as well as our new schemes on a variable coefficient boundary layer problem with known exact solution. These results are indeed very encouraging.

2 Reaction-Diffusion Equation

The subject of our investigation is the steady, one-dimensional, reaction-diffusion equation with variable coefficients. This self-adjoint equation may be cast in conservation form as

$$-\epsilon \cdot [a(x) \cdot v'(x)]' + b(x) \cdot v(x) = g(x); \ v(0) = v_L, \ v(1) = v_R,$$  \hspace{1cm} (1)
where we assume that \(0 < |\epsilon| \ll 1\), \(a(x) \geq \hat{a} > 0\), and \(b(x) \geq \hat{b} > 0\). Physically, \(\epsilon a(x)\) is the diffusion coefficient while \(b(x)\) is the reaction coefficient. Since \(\epsilon\) is a small parameter, we have here a singular perturbation problem. When (as herein) \(\epsilon > 0\), boundary layers may develop while, for \(\epsilon < 0\), the solution may be highly oscillatory [9].

If we make the change of dependent variable

\[ u(x) := a(x)^{1/2} \cdot v(x), \quad (2) \]

then we obtain the following canonical form of the reaction-diffusion equation

\[ -\epsilon \cdot u''(x) + c(x) \cdot u(x) = f(x); \quad u(0) = u_L, \quad u(1) = u_R, \quad (3) \]

with

\[ c(x) := \frac{b(x)}{a(x)} + \epsilon \cdot \left[ \frac{a''(x)}{2a(x)} - \left( \frac{a'(x)}{2a(x)} \right)^2 \right] \quad f(x) := a^{-1/2}(x) \cdot g(x), \quad (4) \]

so that \(c(x) \geq \hat{c} > 0\) for sufficiently small \(\epsilon\).

In what follows, all functions appearing (especially, the coefficient \(c(x)\) and the source term \(f(x)\)) are assumed to possess sufficient smoothness to justify any operations to which we may subject them. Also, we define the parameter \(z := h\sqrt{c/\epsilon}\), which measures the strength of reaction relative to diffusion when scaled by the mesh width \(h := 1/N\) of Figure 1. For the problems of primary interest in this study, we have \(|z| \gg 1\). Lastly, in the ensuing derivations, we will restrict ourselves to \(\epsilon > 0\) (boundary layer case) where singular perturbation theory [11] reveals that the boundary layers may be as thin as \(O(\sqrt{\epsilon})\) and that in such a boundary layer \(u = O(1), \quad u' = O(1/\sqrt{\epsilon}), \quad u'' = O(1/\epsilon)\).

3 The Central Difference Scheme

If we discretize the two-point boundary value problem, Equation (3), using central differences, we obtain

\[ -\epsilon \cdot \frac{u_{i+1} - 2u_i + u_{i-1}}{h^2} + c_i \cdot u_i = f_i. \quad (5) \]

The local truncation error of this scheme, which is easily established using Taylor series, is given by

\[ L.T.E. = \frac{h^2}{12} \cdot \left[ f_{i''} - c_i''u_i - 2c_i' u_i' - c_i u_i'' \right] + O(h^4). \quad (6) \]
In order to numerically resolve any boundary layers that arise, we require that \( h \sim \sqrt{\epsilon} \) (boundary layer width). Perusal of the above local truncation error then reveals that it is effectively \( O(1) \) due to the presence of the term containing \( u_i'' \). Thus, in spite of the fact that this scheme is formally second-order accurate, it is not uniformly accurate to any degree in the small parameter \( \epsilon \).

4 The Miller Scheme

Miller [10] has developed a scheme for Equation (3) which is uniformly first-order accurate for variable \( c(x) \) and uniformly second-order accurate for constant \( c \). This scheme is defined as follows:

\[
-\epsilon \cdot \frac{z_i^2}{2[\cosh z_i - 1]} \cdot \frac{u_{i+1} - 2u_i + u_{i-1}}{h^2} + c_i \cdot u_i = f_i. \tag{7}
\]

The appearance of hyperbolic functions in this context is referred to as exponential fitting [11].

The local truncation error of this scheme is given by

\[
L.T.E. = \frac{h^2}{12} \cdot \left[ \frac{f_i''}{O(1)} - \frac{c_i'' u_i}{O(1)} - \frac{2c_i' u_i'}{O(1/\sqrt{\epsilon})} \right] + O(h^4). \tag{8}
\]

Notice that, in comparison to Equation (6), the undesirable term involving \( u_i'' \) has been eliminated. Thus, with \( h \sim \sqrt{\epsilon} \), the local truncation error is \( O(h) \) due to the presence of the term containing \( u_i' \). If \( c \) is constant, then this term vanishes and the local truncation error is \( O(h^2) \), independently of \( \epsilon \), so that,
in this special case only, the Miller scheme is thereby seen to be second-order accurate, uniformly in $\epsilon$.

5 The Hegarty Scheme

Hegarty et al. [5] have developed another exponentially-fitted scheme for Equation (3) which is uniformly second-order accurate even for variable $c(x)$. Specifically,

$$\frac{\epsilon}{h^2} \cdot [r_i^- \cdot u_{i-1} + r_i^- \cdot u_i + r_i^+ \cdot u_{i+1}] = q_i^- \cdot f_{i-1} + q_i^+ \cdot f_{i+1}$$

where

$$c_i^\pm := c_i + \frac{(-1 \pm 1) + c_i(1 \pm 1)/2}{2}; \quad z_i^\pm := h\sqrt{c_i^\pm}/\epsilon,$$

$$r_i^\pm := \frac{z_i^\pm}{\sinh z_i^\pm}; \quad r_i^c := -z_i^- \cdot \coth z_i^- - z_i^+ \cdot \coth z_i^+,$$

$$q_i^\pm := \frac{\tanh (z_i^\pm/2)}{2z_i^\pm}; \quad q_i^c := q_i^- + q_i^+.$$

The local truncation error of this scheme is given by

$$L.T.E. = -\frac{h^2}{6} \cdot \left( f'' + c''_i u_i \right) + O(h^4).$$

Notice that, in comparison to Equation (8), the undesirable term involving $u_i'$ has been eliminated. Thus, the local truncation error is $O(h^2)$, independently of $\epsilon$, regardless of whether or not $c$ is constant. Note that this scheme does not reduce to Miller’s scheme when $c$ is constant. Versions of Hegarty’s scheme which work directly with Equation (1) rather than Equation (3) are presented in [13, 16].

6 The McCartin Scheme

Motivated by the above observed correlation between the behavior of the local truncation error in the boundary layer and the order of uniform accuracy of the corresponding scheme, we next present a variant of the Miller scheme, Equation (7), which is uniformly second-order accurate for the case of variable $c$. This provides an extension of the treatment of the constant coefficient case which was successfully examined in [7].
Conceptually, there are no further hurdles to be leaped. However, the complexity of the required calculations is considerably greater in this more general case. Fundamental to this development will be the identity

\[ u^{(m)} = -\frac{1}{\epsilon} f^{(m-2)} + \frac{1}{\epsilon} \left[ c^{(m-2)} \cdot u + (m - 2)c^{(m-3)} \cdot u' + \cdots + (m - 2)c' \cdot u^{(m-3)} + c \cdot u^{(m-2)} \right], \]  

for \( m = 3, \ldots \), obtained through recursive application of Equation (3).

We commence with

\[ \frac{u_{i+1} - 2u_i + u_{i-1}}{h^2} = 2 \cdot \sum_{n=1}^{\infty} \frac{h^{2n-2}}{(2n)!} \cdot u_i^{(2n)} \].

(15)

With \( h \sim \sqrt{\epsilon} \), substituting Equation (14) into Equation (15) and retaining only those terms which are either \( O(1) \) or \( O(h) \) yields

\[ \frac{u_{i+1} - 2u_i + u_{i-1}}{h^2} \approx 2 \cdot \sum_{n=1}^{\infty} \frac{h^{2n-2}}{(2n)!} \cdot \left[ c_i' \cdot n \cdot (n - 1) \cdot \frac{c_i^{n-2}}{\epsilon^{n-1}} \cdot u_i' + \left( \frac{c_i}{\epsilon} \right)^{n-1} \cdot u_i'' \right]. \]

(16)

Factoring out terms not depending on \( n \) from Equation (16) and summing the resulting series produces

\[ \frac{u_{i+1} - 2u_i + u_{i-1}}{h^2} \approx \frac{2(z_i^2 - 1)}{z_i^2} \cdot u'' + \frac{z_i \cosh z_i - \sinh z_i}{2z_i} \cdot \frac{c_i'}{c_i} \cdot u', \]

(17)

which, when solved for \( u'' \), provides the approximation

\[ u'' \approx \frac{z_i^2}{2(z_i^2 - 1)} \cdot \frac{u_{i+1} - 2u_i + u_{i-1}}{h^2} - \frac{z_i^2}{2(z_i^2 - 1)} \cdot \frac{z_i \cosh z_i - \sinh z_i}{2z_i} \cdot (\ln c_i') \cdot u'. \]

(18)

The appearance of \( u' \) in Equation (18) presents a new challenge which we meet as follows. Beginning this time with

\[ \frac{u_{i+1} - u_{i-1}}{2h} = \sum_{n=1}^{\infty} \frac{h^{2n-2}}{(2n-1)!} \cdot u_i^{(2n-1)}, \]

(19)

we again invoke Equation (14) and retain only terms of an order consistent with our previous approximations. Summation of the resulting series yields

\[ \frac{u_{i+1} - u_{i-1}}{2h} \approx \frac{\sinh z_i}{z_i} \cdot u'_i, \]

(20)

which, when solved for \( u'_i \), provides the approximation

\[ u'_i \approx \frac{z_i}{\sinh z_i} \cdot \frac{u_{i+1} - u_{i-1}}{2h}. \]

(21)
 Combining Equation (21) with Equation (18) results in the second derivative approximation
\[
u''_i \approx \frac{z_i^2}{2(cosh z_i - 1)} \left[ \frac{u_{i+1} - 2u_i + u_{i-1}}{h^2} - \frac{z_i cosh z_i - sinh z_i}{2 sinh z_i} \cdot (\ln c)'_i \cdot \frac{u_{i+1} - u_{i-1}}{2h} \right].
\] (22)

Utilizing Equation (22) in the approximation of Equation (3) results in the following primitive form of our new scheme
\[-\epsilon \frac{z_i^2}{2(cosh z_i - 1)} \left[ \frac{u_{i+1} - 2u_i + u_{i-1}}{h^2} - \frac{z_i cosh z_i - sinh z_i}{2 sinh z_i} \cdot (\ln c)'_i \cdot \frac{u_{i+1} - u_{i-1}}{2h} \right] + c_i u_i = f_i,
\] (23)
whose local truncation error is given by
\[L.T.E. = \frac{h^2}{12} \cdot \left[ \frac{f''_i}{O(1)} - \frac{c_i'' u_i}{O(1)} \right] + O(h^4).
\] (24)

Thus, we see that this has only half the magnitude of the corresponding expression, Equation (13), for Hegarty’s scheme. This new scheme also shares with Hegarty’s scheme the property of being uniformly second-order accurate.

Since \(\frac{z_i cosh z_i - sinh z_i}{2 sinh z_i} = \frac{z_i^2}{12} + O(z^4)\), making the further approximation \((\ln c)'_i = \ln (c_{i+1}/c_{i-1})/2h + O(h^2)\) contributes only an additional \(O(\epsilon z^2 h^2) = O(h^4)\) error which is independent of \(\epsilon\). Thus, this leads to a loss of neither formal nor uniform second-order accuracy and the principal term of the truncation error in Equation (24) is unaltered. The resulting McCartin scheme is thereby
\[-\epsilon \frac{z_i^2}{2(cosh z_i - 1)} \left[ \frac{u_{i+1} - 2u_i + u_{i-1}}{h^2} - \frac{z_i cosh z_i - sinh z_i}{2 sinh z_i} \ln \left( \frac{c_{i+1}}{c_{i-1}} \right) \cdot \frac{u_{i+1} - u_{i-1}}{4h^2} \right] + c_i u_i = f_i,
\] (25)

7 The McCartin-Hegarty Scheme

Comparison of the principal parts of the local truncation errors of the Hegarty scheme, Equation (13), and the McCartin scheme, Equation (24), leads to the surprising conclusion that an appropriate linear combination of these two schemes will yield a blended scheme which is formally fourth-order accurate. Specifically,
\[\frac{1}{3} \cdot L.T.E.\cdot Hegarty + \frac{2}{3} \cdot L.T.E.\cdot McCartin = O(h^4).
\] (26)

The resulting new scheme will be referred to as the McCartin-Hegarty scheme in what follows.
8 The McCartin-Hermite Scheme

Another route to achieving formal fourth-order accuracy employs the Mehrstel-lenverfahren technique (Hermitian method) of L. Collatz [2] wherein we approx-imate the \( O(h^2) \) terms of Equation (24) using

\[
f_i'' = \frac{f_{i+1} - 2f_i + f_{i-1}}{h^2} + O(h^2); \quad c_i'' = \frac{c_{i+1} - 2c_i + c_{i-1}}{h^2} + O(h^2)
\]

and incorporate these approximations into our scheme. The resulting Hermi-tian scheme is

\[
-\epsilon \cdot \frac{z_i^2}{2(\cosh z_i - 1)} \cdot \left[ \frac{u_{i+1} - 2u_i + u_{i-1}}{h^2} - \frac{z_i \cosh z_i - \sinh z_i}{2 \sinh z_i} \cdot \ln \left( \frac{c_{i+1}}{c_{i-1}} \right) \cdot \frac{u_{i+1} - u_{i-1}}{4h^2} \right] + \frac{c_{i+1} + 10c_i + c_{i-1}}{12} \cdot u_i = f_{i-1} + \frac{10f_i + f_{i+1}}{12}.
\]

(28)

Finally, we may recover the McCartin scheme of [7] in the case of constant \( c \), together with its attendant uniform fourth-order accuracy, via the following modification of Equation (28)

\[
-\epsilon \cdot \frac{z_i^2}{2(\cosh z_i - 1)} \cdot \left[ \frac{u_{i+1} - 2u_i + u_{i-1}}{h^2} - \frac{z_i \cosh z_i - \sinh z_i}{2 \sinh z_i} \cdot \ln \left( \frac{c_{i+1}}{c_{i-1}} \right) \cdot \frac{u_{i+1} - u_{i-1}}{4h^2} \right] + \frac{c_{i+1} + 10c_i + c_{i-1}}{12} \cdot u_i = f_i + \frac{1}{z_i^2} \cdot \left[ 1 - \frac{z_i^2}{2(\cosh z_i - 1)} \right] \cdot (f_{i+1} - 2f_i + f_{i-1}).
\]

(29)

In the remainder of this paper, Equation (29) will be referred to as the McCartin-Hermite scheme.

A side benefit of the present approach is that it clearly indicates what is required to achieve a given level of uniform accuracy. For example, uniform third-order accuracy would involve \( c_i'' \), which is approximable on a three point stencil, whereas uniform fourth-order accuracy would entail \( c_i''' \), which is not so approximable.

9 Boundary Layer Test Problem

We now present the results of some numerical experiments aimed at demonstrating the efficacy of the new schemes developed above. First, we present a model problem for which we know the exact solution. Then, this test problem is used as the basis for comparison of our schemes with those commonly used in the literature for the boundary layer case. These new schemes provide greatly improved results in all instances examined.

The variable coefficient two-point boundary value problem

\[
-\epsilon \cdot u'' + \frac{1}{(x+1)^2} \cdot u = 0; \quad u(0) = 1, \quad u(1) = \sqrt{2}
\]

(30)
possesses the analytical solution [17, p. 94] [6, p. 435]

\[ u(x) = \frac{\sqrt{x + 1}}{1 + 2^{-r}} \cdot \left\{ \left( \frac{x + 1}{2} \right)^r + \left( \frac{1}{x + 1} \right)^r \right\}; \quad r := \sqrt{\frac{1}{4} + \frac{1}{\epsilon}}. \] 

(31)

Figure 2 displays the development of the boundary layers as \( \epsilon \to 0^+ \) for the case of \( u_L = 1 \) and \( u_R = \sqrt{2} \). The successive frames correspond to the solution of the boundary value problem, Equation (31), for \( \epsilon = 2^{-m} (m = 8, \ldots, 13) \).

In the maximum norm, we have [4, p. 157]

\[ ||u(x; \epsilon) - u_h(x; \epsilon)||_\infty \leq Ch^p, \] 

(32)

where \( h := 1/N \) is the mesh parameter, \( C \) is the asymptotic error constant and \( p \) is the asymptotic rate of convergence which is estimated as [4, p. 159]

\[ p \approx p_N := \log_2 \left( \frac{||u_{N/2} - u||_\infty}{||u_N - u||_\infty} \right). \] 

(33)

Figures 3 through 8 display, for each method, the exact (solid line) and numerical (circles) solutions on the left with the corresponding error (dots)
on the right for $\epsilon = 2^{-13}$ and $N = 32$ where $h = 1/N$. Tables 1 through
6 contain the corresponding maximum error and convergence rate estimated
from Equation (33) for $\epsilon = 2^{-m}$ ($m = 8, \ldots, 13$) and $N = 2^n$ ($n = 5, \ldots, 9$).

Table 1 clearly shows the formal second-order accuracy of the Central Dif-
ference scheme as $h \to 0$ for fixed $\epsilon$. However, the nonuniform nature of this
convergence is evidenced by the growth of the errors as $\epsilon \to 0$ for fixed $h$. Ta-
ble 2 shows a similar nonuniform convergence for the Miller scheme. However,
accuracy has now been considerably enhanced by the elimination of the $O(1/\epsilon)$
term in the local truncation error.

This contrasts sharply with Table 3 where the uniform second-order accu-
ry of the Hegarty scheme for $h \to 0$ with fixed $\epsilon$ as well as $\epsilon \to 0$ with fixed
$h$ is prominently displayed. Likewise, Table 4 clearly indicates the uniform
second-order accuracy of the McCartin scheme, but the error for small $h$ has
now been halved as predicted by the respective local truncation errors.

Tables 5 and 6 testify to the formal fourth-order accuracy of the McCartin-
Hegarty and McCartin-Hermite schemes where both schemes are seen to yield
errors of the same order of magnitude. For $\epsilon = 2^{-13}$ with $N = 22$, both formally
fourth-order accurate schemes provide accuracy ($\approx 1.7 \times 10^{-5}$) comparable to
that of the uniformly second-order accurate McCartin scheme with $N = 64$.

## 10 Conclusion

In the preceding sections, new higher-order accurate schemes for the steady,
one-dimensional, variable coefficient reaction-diffusion equation of boundary
layer type have been presented. These included a scheme of uniform second-
order accuracy as well as a pair formally fourth-order accurate schemes. De-
tailed derivations as well as extensive comparisons to existing schemes have
been provided. The computational efficacy of the uniformly second-order ac-
curate McCartin scheme is underscored by the fact that the maximum error
for $\epsilon = 2^{-13}$ with $N = 22$ is $3 \times 10^{-5}$ which is comparable to that of the
corresponding error of the uniformly first-order accurate Miller scheme with
$N = 512$ thereby indicating that only $\sqrt{N}$ grid points need be used for com-
parable accuracy.

These boundary layer test case results provide compelling numerical evi-
dence for the validity of the following:

**Conjecture 1 (Equivalence of Uniform Consistency and Convergence)**

For $c(x)$ and $f(x)$ sufficiently smooth and $u(x)$ defined by

$$\mathcal{L}[u] := -\epsilon \cdot u''(x) + c(x) \cdot u(x) - f(x) = 0; \quad u(0) = u_L, \ u(1) = u_R,$$

$k^{th}$-order uniform consistency is equivalent to $k^{th}$-order uniform convergence.
That is to say,
\[ \mathcal{L}_h[u_h] = 0 \Rightarrow ||u - u_h||_\infty < C h^k \ (C \text{ independent of } \epsilon) \]
if and only if
\[ \mathcal{L}_h[u] = \mathcal{L}[u] + \sum_{l=k}^{\infty} C_l h^l, \]
where
\[ \lim_{h \to 0, \epsilon = h^2} C_l = O(h^{k-l}). \]

There are a number of directions in which this work could be extended. For example, the derivation for a non-uniform mesh would be straightforward but tedious. It is anticipated that this would result in the loss of one order of formal accuracy. Also, the fitted operators presented herein could be combined with corresponding fitted uniform meshes [15]. Finally, treatment of multiple spatial dimensions, transients, and nonlinearities would each be of substantial interest. The extension to the treatment of the highly oscillatory case [8] with variable coefficients, where the diffusion and reaction terms are of the same sign, will appear in [9].
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Figure 3: Central Difference Scheme ($\epsilon = 2^{-13}, N = 32$)

<table>
<thead>
<tr>
<th>$\epsilon$</th>
<th>$N = 32$</th>
<th>$N = 64$</th>
<th>$N = 128$</th>
<th>$N = 256$</th>
<th>$N = 512$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$2^{-8}$</td>
<td>4.31098($-3$)</td>
<td>1.09923($-3$)</td>
<td>2.76204($-4$)</td>
<td>6.91390($-5$)</td>
<td>1.72903($-5$)</td>
</tr>
<tr>
<td></td>
<td>1.89631</td>
<td>1.97152</td>
<td>1.99269</td>
<td>1.99816</td>
<td>1.99954</td>
</tr>
<tr>
<td>$2^{-9}$</td>
<td>7.65880($-3$)</td>
<td>2.09623($-3$)</td>
<td>5.29024($-4$)</td>
<td>1.32742($-4$)</td>
<td>3.32143($-5$)</td>
</tr>
<tr>
<td></td>
<td>1.83236</td>
<td>1.86932</td>
<td>1.98639</td>
<td>1.99471</td>
<td>1.99875</td>
</tr>
<tr>
<td>$2^{-10}$</td>
<td>1.50776($-2$)</td>
<td>4.03042($-3$)</td>
<td>1.02613($-3$)</td>
<td>2.57731($-4$)</td>
<td>6.45083($-5$)</td>
</tr>
<tr>
<td></td>
<td>1.37620</td>
<td>1.90340</td>
<td>1.97372</td>
<td>1.99328</td>
<td>1.99831</td>
</tr>
<tr>
<td>$2^{-11}$</td>
<td>2.60660($-2$)</td>
<td>7.29747($-3$)</td>
<td>1.99423($-3$)</td>
<td>5.03009($-4$)</td>
<td>1.26202($-4$)</td>
</tr>
<tr>
<td></td>
<td>0.795509</td>
<td>1.83670</td>
<td>1.87156</td>
<td>1.98718</td>
<td>1.99485</td>
</tr>
<tr>
<td>$2^{-12}$</td>
<td>3.76975($-2$)</td>
<td>1.45853($-2$)</td>
<td>3.88926($-3$)</td>
<td>9.89449($-4$)</td>
<td>2.48468($-4$)</td>
</tr>
<tr>
<td></td>
<td>0.382990</td>
<td>1.36995</td>
<td>1.90695</td>
<td>1.97480</td>
<td>1.99357</td>
</tr>
<tr>
<td>$2^{-13}$</td>
<td>4.35833($-2$)</td>
<td>2.54523($-2$)</td>
<td>7.11498($-3$)</td>
<td>1.94291($-3$)</td>
<td>4.89935($-4$)</td>
</tr>
<tr>
<td></td>
<td>0.384800</td>
<td>0.775979</td>
<td>1.83886</td>
<td>1.87264</td>
<td>1.98756</td>
</tr>
</tbody>
</table>

Table 1: Central Difference Scheme: Error and Convergence Rate
Variable coefficient reaction-diffusion problem of boundary layer type

Figure 4: Miller Scheme ($\epsilon = 2^{-13}, N = 32$)

<table>
<thead>
<tr>
<th>$\epsilon$</th>
<th>$N = 32$</th>
<th>$N = 64$</th>
<th>$N = 128$</th>
<th>$N = 256$</th>
<th>$N = 512$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$2^{-8}$</td>
<td>$9.10537(-4)$</td>
<td>$2.31003(-4)$</td>
<td>$5.79677(-5)$</td>
<td>$1.45056(-5)$</td>
<td>$3.62725(-6)$</td>
</tr>
<tr>
<td></td>
<td>1.92153</td>
<td>1.97881</td>
<td>1.99459</td>
<td>1.99864</td>
<td>1.99966</td>
</tr>
<tr>
<td>$2^{-9}$</td>
<td>$1.21224(-3)$</td>
<td>$3.27765(-4)$</td>
<td>$8.25184(-5)$</td>
<td>$2.06929(-5)$</td>
<td>$5.17686(-6)$</td>
</tr>
<tr>
<td></td>
<td>1.85258</td>
<td>1.88694</td>
<td>1.98987</td>
<td>1.99558</td>
<td>1.99899</td>
</tr>
<tr>
<td>$2^{-10}$</td>
<td>$1.76223(-3)$</td>
<td>$4.63254(-4)$</td>
<td>$1.17378(-4)$</td>
<td>$2.94449(-5)$</td>
<td>$7.36755(-6)$</td>
</tr>
<tr>
<td></td>
<td>1.36513</td>
<td>1.92753</td>
<td>1.98064</td>
<td>1.99507</td>
<td>1.99876</td>
</tr>
<tr>
<td>$2^{-11}$</td>
<td>$2.21904(-3)$</td>
<td>$6.13816(-4)$</td>
<td>$1.65753(-4)$</td>
<td>$4.17123(-5)$</td>
<td>$1.04594(-5)$</td>
</tr>
<tr>
<td></td>
<td>0.677688</td>
<td>1.85406</td>
<td>1.88877</td>
<td>1.99049</td>
<td>1.99567</td>
</tr>
<tr>
<td>$2^{-12}$</td>
<td>$2.27240(-3)$</td>
<td>$8.90373(-4)$</td>
<td>$2.33604(-4)$</td>
<td>$5.91548(-5)$</td>
<td>$1.48370(-5)$</td>
</tr>
<tr>
<td></td>
<td>0.498172</td>
<td>1.35174</td>
<td>1.93034</td>
<td>1.98150</td>
<td>1.99530</td>
</tr>
<tr>
<td>$2^{-13}$</td>
<td>$1.74248(-3)$</td>
<td>$1.11691(-3)$</td>
<td>$3.08846(-4)$</td>
<td>$8.33517(-5)$</td>
<td>$2.09714(-5)$</td>
</tr>
<tr>
<td></td>
<td>0.436905</td>
<td>0.641629</td>
<td>1.85455</td>
<td>1.88960</td>
<td>1.99079</td>
</tr>
</tbody>
</table>

Table 2: Miller Scheme: Error and Convergence Rate
Figure 5: Hegarty Scheme ($\epsilon = 2^{-13}, N = 32$)

<table>
<thead>
<tr>
<th>$\epsilon$</th>
<th>$N = 32$</th>
<th>$N = 64$</th>
<th>$N = 128$</th>
<th>$N = 256$</th>
<th>$N = 512$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$2^{-8}$</td>
<td>1.61662(-4)</td>
<td>4.08447(-5)</td>
<td>1.02390(-5)</td>
<td>2.56152(-6)</td>
<td>6.40490(-7)</td>
</tr>
<tr>
<td></td>
<td>1.94586</td>
<td>1.98476</td>
<td>1.99607</td>
<td>1.99900</td>
<td>1.99975</td>
</tr>
<tr>
<td>$2^{-9}$</td>
<td>1.55549(-4)</td>
<td>4.17094(-5)</td>
<td>1.04815(-5)</td>
<td>2.62723(-6)</td>
<td>6.57194(-7)</td>
</tr>
<tr>
<td></td>
<td>1.89290</td>
<td>1.89892</td>
<td>1.99253</td>
<td>1.99623</td>
<td>1.99915</td>
</tr>
<tr>
<td>$2^{-10}$</td>
<td>1.63342(-4)</td>
<td>4.23073(-5)</td>
<td>1.06819(-5)</td>
<td>2.67727(-6)</td>
<td>6.69746(-7)</td>
</tr>
<tr>
<td></td>
<td>1.44117</td>
<td>1.94892</td>
<td>1.98574</td>
<td>1.99633</td>
<td>1.99908</td>
</tr>
<tr>
<td>$2^{-11}$</td>
<td>1.49421(-4)</td>
<td>4.01900(-5)</td>
<td>1.07738(-5)</td>
<td>2.70671(-6)</td>
<td>6.78430(-7)</td>
</tr>
<tr>
<td></td>
<td>0.822417</td>
<td>1.89447</td>
<td>1.89931</td>
<td>1.99291</td>
<td>1.99627</td>
</tr>
<tr>
<td>$2^{-12}$</td>
<td>1.13027(-4)</td>
<td>4.18626(-5)</td>
<td>1.08293(-5)</td>
<td>2.73312(-6)</td>
<td>6.84949(-7)</td>
</tr>
<tr>
<td></td>
<td>0.555671</td>
<td>1.43293</td>
<td>1.95072</td>
<td>1.98632</td>
<td>1.99648</td>
</tr>
<tr>
<td>$2^{-13}$</td>
<td>6.62032(-5)</td>
<td>3.80102(-5)</td>
<td>1.02170(-5)</td>
<td>2.73841(-6)</td>
<td>6.87872(-7)</td>
</tr>
<tr>
<td></td>
<td>0.502270</td>
<td>0.800514</td>
<td>1.89541</td>
<td>1.89956</td>
<td>1.99313</td>
</tr>
</tbody>
</table>

Table 3: Hegarty Scheme: Error and Convergence Rate
Figure 6: McCartin Scheme ($\epsilon = 2^{-13}, N = 32$)

<table>
<thead>
<tr>
<th>$\epsilon$</th>
<th>$N = 32$</th>
<th>$N = 64$</th>
<th>$N = 128$</th>
<th>$N = 256$</th>
<th>$N = 512$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$2^{-8}$</td>
<td>8.03387($-5$)</td>
<td>2.03931($-5$)</td>
<td>5.11772($-6$)</td>
<td>1.28065($-6$)</td>
<td>3.20238($-7$)</td>
</tr>
<tr>
<td></td>
<td>1.91169</td>
<td>1.97801</td>
<td>1.99451</td>
<td>1.99862</td>
<td>1.99966</td>
</tr>
<tr>
<td>$2^{-9}$</td>
<td>7.68052($-5$)</td>
<td>2.07992($-5$)</td>
<td>5.23742($-6$)</td>
<td>1.31341($-6$)</td>
<td>3.28584($-7$)</td>
</tr>
<tr>
<td></td>
<td>1.81282</td>
<td>1.88468</td>
<td>1.98960</td>
<td>1.99554</td>
<td>1.99898</td>
</tr>
<tr>
<td>$2^{-10}$</td>
<td>7.94523($-5$)</td>
<td>2.10413($-5$)</td>
<td>5.33441($-6$)</td>
<td>1.33823($-6$)</td>
<td>3.34848($-7$)</td>
</tr>
<tr>
<td></td>
<td>1.22513</td>
<td>1.91687</td>
<td>1.97982</td>
<td>1.99500</td>
<td>1.99875</td>
</tr>
<tr>
<td>$2^{-11}$</td>
<td>6.97982($-5$)</td>
<td>1.98646($-5$)</td>
<td>5.37388($-6$)</td>
<td>1.35258($-6$)</td>
<td>3.39167($-7$)</td>
</tr>
<tr>
<td></td>
<td>0.599300</td>
<td>1.81299</td>
<td>1.88616</td>
<td>1.99025</td>
<td>1.99565</td>
</tr>
<tr>
<td>$2^{-12}$</td>
<td>4.69916($-5$)</td>
<td>2.03786($-5$)</td>
<td>5.38746($-6$)</td>
<td>1.36500($-6$)</td>
<td>3.42379($-7$)</td>
</tr>
<tr>
<td></td>
<td>0.530873</td>
<td>1.20535</td>
<td>1.91938</td>
<td>1.98070</td>
<td>1.99523</td>
</tr>
<tr>
<td>$2^{-13}$</td>
<td>2.59821($-5$)</td>
<td>1.77508($-5$)</td>
<td>5.05191($-6$)</td>
<td>1.36603($-6$)</td>
<td>3.43746($-7$)</td>
</tr>
<tr>
<td></td>
<td>-0.0499399</td>
<td>0.549634</td>
<td>1.81298</td>
<td>1.88684</td>
<td>1.99057</td>
</tr>
</tbody>
</table>

Table 4: McCartin Scheme: Error and Convergence Rate
Figure 7: McCartin-Hegarty Scheme ($\epsilon = 2^{-13}, N = 32$)

Table 5: McCartin-Hegarty Scheme: Error and Convergence Rate

<table>
<thead>
<tr>
<th>$\epsilon$</th>
<th>$N = 32$</th>
<th>$N = 64$</th>
<th>$N = 128$</th>
<th>$N = 256$</th>
<th>$N = 512$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$2^{-8}$</td>
<td>3.28324(-7)</td>
<td>1.95127(-8)</td>
<td>1.20970(-9)</td>
<td>7.53445(-11)</td>
<td>4.69647(-12)</td>
</tr>
<tr>
<td></td>
<td>4.21432</td>
<td>4.07263</td>
<td>4.01169</td>
<td>4.00500</td>
<td>4.00385</td>
</tr>
<tr>
<td>$2^{-9}$</td>
<td>6.46114(-7)</td>
<td>3.69719(-8)</td>
<td>2.25118(-9)</td>
<td>1.39508(-10)</td>
<td>8.70720(-12)</td>
</tr>
<tr>
<td></td>
<td>4.29327</td>
<td>4.12729</td>
<td>4.03768</td>
<td>4.01226</td>
<td>4.00200</td>
</tr>
<tr>
<td>$2^{-10}$</td>
<td>1.47905(-6)</td>
<td>7.48870(-8)</td>
<td>4.35366(-9)</td>
<td>2.66759(-10)</td>
<td>1.66053(-11)</td>
</tr>
<tr>
<td></td>
<td>4.02149</td>
<td>4.30381</td>
<td>4.10441</td>
<td>4.02862</td>
<td>4.00582</td>
</tr>
<tr>
<td>$2^{-11}$</td>
<td>3.27487(-6)</td>
<td>1.53583(-7)</td>
<td>8.68060(-9)</td>
<td>5.20265(-10)</td>
<td>3.22902(-11)</td>
</tr>
<tr>
<td></td>
<td>3.44396</td>
<td>4.41435</td>
<td>4.14508</td>
<td>4.06048</td>
<td>4.01008</td>
</tr>
<tr>
<td>$2^{-12}$</td>
<td>6.34787(-6)</td>
<td>3.68475(-7)</td>
<td>1.81134(-8)</td>
<td>1.04161(-9)</td>
<td>6.36268(-11)</td>
</tr>
<tr>
<td></td>
<td>2.46841</td>
<td>4.10663</td>
<td>4.34644</td>
<td>4.12017</td>
<td>4.03304</td>
</tr>
<tr>
<td>$2^{-13}$</td>
<td>9.35010(-6)</td>
<td>8.36216(-7)</td>
<td>3.77347(-8)</td>
<td>2.11895(-9)</td>
<td>1.26477(-10)</td>
</tr>
<tr>
<td></td>
<td>1.07239</td>
<td>3.48303</td>
<td>4.46991</td>
<td>4.15447</td>
<td>4.06640</td>
</tr>
</tbody>
</table>
Variable coefficient reaction-diffusion problem of boundary layer type

Figure 8: McCartin–Hermite Scheme ($\epsilon = 2^{-13}, N = 32$)

<table>
<thead>
<tr>
<th>$\epsilon$</th>
<th>$N = 32$</th>
<th>$N = 64$</th>
<th>$N = 128$</th>
<th>$N = 256$</th>
<th>$N = 512$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$2^{-8}$</td>
<td>5.13634$(-7)$</td>
<td>3.50166$(-8)$</td>
<td>2.23613$(-9)$</td>
<td>1.40722$(-10)$</td>
<td>8.80945$(-12)$</td>
</tr>
<tr>
<td></td>
<td>3.46888</td>
<td>3.87463</td>
<td>3.96896</td>
<td>3.99008</td>
<td>3.99765</td>
</tr>
<tr>
<td>$2^{-9}$</td>
<td>8.14915$(-7)$</td>
<td>6.38689$(-8)$</td>
<td>4.18308$(-9)$</td>
<td>2.65221$(-10)$</td>
<td>1.66265$(-11)$</td>
</tr>
<tr>
<td></td>
<td>2.58708</td>
<td>3.67346</td>
<td>3.93248</td>
<td>3.97930</td>
<td>3.99564</td>
</tr>
<tr>
<td>$2^{-10}$</td>
<td>1.15995$(-6)$</td>
<td>1.12073$(-7)$</td>
<td>7.71919$(-9)$</td>
<td>4.94051$(-10)$</td>
<td>3.10580$(-11)$</td>
</tr>
<tr>
<td></td>
<td>1.86133</td>
<td>3.37155</td>
<td>3.85985</td>
<td>3.96572</td>
<td>3.99162</td>
</tr>
<tr>
<td>$2^{-11}$</td>
<td>7.20127$(-7)$</td>
<td>1.71796$(-7)$</td>
<td>1.39309$(-8)$</td>
<td>9.15864$(-10)$</td>
<td>5.81473$(-11)$</td>
</tr>
<tr>
<td></td>
<td>4.91526</td>
<td>2.06755</td>
<td>3.62434</td>
<td>3.92701</td>
<td>3.97735</td>
</tr>
<tr>
<td>$2^{-12}$</td>
<td>1.82795$(-6)$</td>
<td>2.34088$(-7)$</td>
<td>2.44597$(-8)$</td>
<td>1.70466$(-9)$</td>
<td>1.09388$(-10)$</td>
</tr>
<tr>
<td></td>
<td>4.12541</td>
<td>2.96510</td>
<td>3.25857</td>
<td>3.84285</td>
<td>3.96196</td>
</tr>
<tr>
<td>$2^{-13}$</td>
<td>6.26460$(-6)$</td>
<td>9.36440$(-8)$</td>
<td>3.74195$(-8)$</td>
<td>3.12295$(-9)$</td>
<td>2.06345$(-10)$</td>
</tr>
<tr>
<td></td>
<td>1.80065</td>
<td>6.06389</td>
<td>1.32340</td>
<td>3.58281</td>
<td>3.91978</td>
</tr>
</tbody>
</table>

Table 6: McCartin–Hermite Scheme: Error and Convergence Rate
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