Abstract
This paper considers a constrained nonsmooth optimization problem in which an objective function is locally Lipschitz and constraint functions are convex. With the help of exact penalty functions this problem is transformed into an unconstrained one. A regularity condition under which there exists an exact penalty parameters is introduced. For its implementation it is necessary that functions defining constraints were nonsmooth at every boundary point of this set. It is shown that in some cases it is possible to find an analytic representation of an exact penalty parameter.
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1 Introduction. Penalty Function Method

The method of penalty functions was introduced by Courant in 1943 [1] by the reason related to the physical nature of the problem under consideration. The basic idea of the method is to reduce the problem of minimizing with constraints to the problem of minimizing a function without any constraints. The auxiliary function is chosen in such a way that it coincides with the objective function to be minimized in the set and it quickly grows out of it. Penalty function methods require the solution of a sequence of (increasingly ill-conditioned) unconstrained optimization problems.

Consider the constrained optimization problem

\[ f(x) \rightarrow \inf_{x \in X}, \]  

where \( f : \mathbb{R}^n \rightarrow \mathbb{R} \) is a locally Lipschitz function. Suppose that the set \( X \subset \mathbb{R}^n \) is nonempty, compact and given in the form \( X = \{ x \in \mathbb{R}^n \mid \varphi(x) = 0 \} \), where \( \varphi : \mathbb{R}^n \rightarrow \mathbb{R}, \varphi(x) \geq 0 \ \forall x \in \mathbb{R}^n, \) is a non-negative locally Lipschitz function. Then the set \( X \) is a closed set of global minimum points of \( \varphi \) on \( \mathbb{R}^n \). To solve (1) by the method of penalty functions, we usually introduce the function \( F(c, x) = f(x) + c\varphi(x) \), where \( c \) is a non-negative number, called the penalty parameter, and consider the unconstrained optimization problem

\[ F(c, x) \rightarrow \inf_{x \in \mathbb{R}^n}. \]  

Assume that the infimum in (2) is attained for every \( c > 0 \). Let

\[ f^* = \min_{x \in X} f(x), \quad F^*(c) = \min_{x \in \mathbb{R}^n} F(c, x), \quad x(c) = \arg\min_{x \in \mathbb{R}^n} F(x, c), \]

\[ x^{**} = \arg\min_{x \in \mathbb{R}^n} f(x), \quad f^{**} = f(x^{**}). \]

Suppose that \( f^{**} > -\infty \). Note that \( f^* \geq F^*(c) \) for any positive \( c \). Choose a monotonically increasing sequence of non-negative numbers \( \{c_k\} (k = 0, 1, 2, \ldots) \)

\[ 0 = c_0 < c_1 < c_2 < \ldots < c_k < \ldots, \quad c_k \rightarrow +\infty. \]

Then \( x^{**} = x(c_0) = f^{**} \).

**Theorem 1.** [2]. If \( x(c_k) \) is a sequence of solutions of auxiliary problems (2), then the following inequalities

1. \( F^*(c_k) = F(c_k, x(c_k)) \leq F(c_{k+1}, x(c_{k+1})) = F^*(c_{k+1}) \ \forall k > 0; \)
2. \( f(x(c_k)) \leq f(x(c_{k+1})); \quad f(x(c_k)) \leq F(c_k, x(c_k)) \leq f^*; \)
3. \( \varphi(x(c_{k+1})) \leq \varphi(x(c_k)) \ \forall k > 0; \quad \varphi(x(c_k)) \rightarrow 0, \ \text{if} \ c_k \rightarrow +\infty, \)

hold. Denote

\[ \mathcal{L}(\varphi, x^{**}) = \{ x \in \mathbb{R}^n \mid \varphi(x) \leq \varphi(x^{**}) \}. \]

The set \( \mathcal{L}(\varphi, x^{**}) \) is compact. Thus, the sequence of points \( \{x(c_k)\} \) obtained as a result of global minimization of the family of functions \( F(c_k, x) \) is a minimizing sequence for the function \( \varphi \).
2 Exact Penalty Functions

In the theory of penalty functions exact penalty functions are of particular interest. For exact penalty functions there exists a penalty parameter $c^*$, such that for every $c \geq c^*$ the set of minimum points of $F(c, x)$ on $\mathbb{R}^n$ coincides with the set of solutions of (1). This parameter $c^*$ is called an exact penalty parameter for the family of functions $F(c, x)$. For the first time Erimin I. [3] and Zangwill W. [4] established a similar global result for the convex problem. There are a lot of papers in which exact penalty functions are investigated, for example in [5]-[16].

Consider the optimization problem:

$$f(x) \rightarrow \inf_{x \in X}, \quad X = \{x \in \mathbb{R}^n \mid f_1(x) \leq 0\}, \quad (3)$$

where $f : \mathbb{R}^n \rightarrow \mathbb{R}$ is locally Lipschitz and $f_1 : \mathbb{R}^n \rightarrow \mathbb{R}$ is convex. Assume that $X$ does not consist of an isolated point and there exists a point $\hat{x} \in X$ for which the inequality $f_1(\hat{x}) < 0$ holds. Slater’s condition states that the set $X$ has interior points. Let the global minimizers of $f$ do not belong to $X$. Consider the optimization problem:

$$f(x) \rightarrow \inf_{x \in X}, \quad (4)$$

where

$$X = \{x \in \mathbb{R}^n \mid \varphi(x) = 0\}, \quad \varphi(x) = \max\{0, f_1(x)\}. \quad (5)$$

Under our assumptions it is easy to see that problems (3) and (4) are equivalent. To solve (4) we use the method of exact penalty functions. Introduce the function

$$F(c, x) = f(x) + c\varphi(x), \quad c > 0,$$

and consider the unconstrained optimization problem

$$F(c, x) \rightarrow \inf_{x \in \mathbb{R}^n}. \quad (6)$$

Assume that the infimum in (6) is attained for any positive number $c$. The boundedness of the Lebesgue set

$$\mathcal{L}(f, x_0) = \{x \in \mathbb{R}^n \mid f(x) \leq f(x_0)\}, \quad x_0 \in \mathbb{R}^n$$

is a sufficient condition for this.

In our case $\varphi$ is convex and satisfies the following expansion

$$\varphi(x + \alpha g) = \varphi(x) + \alpha \varphi'(x, g) + o(\alpha, x, g), \quad x, g \in \mathbb{R}^n, \quad \alpha \in \mathbb{R},$$

where $\varphi'(x, g)$ is a directional derivative of $\varphi$ at $x$ and

$$\frac{o(\alpha, x, g)}{\alpha} \rightarrow 0, \quad \text{if } \alpha \downarrow 0.$$
In this case, \( f'_1(x, g) = \max_{v \in \partial f_1(x)} \langle v, g \rangle \), \( \varphi'(x, g) = \max_{v \in \partial \varphi(x)} \langle v, g \rangle \), where \( \partial f_1(x) \), \( \partial \varphi(x) \) are subdifferentials of \( f_1 \) and \( \varphi \) at \( x \). It is easy to see that if \( x \in \text{int } X \), then \( \partial \varphi(x) = 0_n \). If \( x \in \text{bd } X \), then \( \partial \varphi(x) = \text{co } \{0_n, \partial f_1(x)\} \), where \( \text{bd } A \) denotes the boundary of \( A \) and \( \text{co } A \) denotes the convex hull of \( A \).

Since minimizers of \( f_1 \) do not belong to \( X \) then the zero point is a boundary point of the subdifferential \( \partial \varphi(x) \) at every boundary point \( x \in X \).

Let \( \Gamma(X, x) \) be a cone of feasible directions at \( x \in X \)

\[
\Gamma(X, x) = \text{cl } \{ g \in R^n \mid \exists \alpha_0 > 0, \ x + \alpha g \in X \ \forall \alpha \in [0, \alpha_0) \},
\]

where \( \text{cl } A \) is a closure of \( A \). In this case the cone \( \Gamma(X, x) \) is convex and closed.

A set

\[
N(X, x) = \{ g \in R^n \mid \langle g, z - x \rangle \leq 0 \ \forall z \in X \}
\]

is called the normal cone to \( X \) at the point \( x \in X \) [17]. The cone \( N(X, x) \) is also closed and convex. Under the above assumptions at the point \( x \in \text{bd } X \), \( (f_1(x) = 0) \) the equalities

\[
\Gamma(X, x) = -[\text{cone } \{ \partial (f_1(x)) \}]^*, \ N(X, x) = -[\text{cone } (X - x)]^* = -\Gamma^*(X, x)
\]

hold, where \( \Gamma^*(X, x) \) is a conjugate cone of \( \Gamma(X, x) \).

### 3 Regularity Condition for the Existence of an Exact Penalty Parameter

Under considering optimization problems with constraints the properties of the functions \( f \) and \( \varphi \) play an important role for the existence of an exact penalty parameter.

Choose a point \( z \in R^n \) which does not belong to the set \( X \) and project \( z \) onto \( X \). Suppose that a point \( x \in X \) is the projection of \( z \) \( (x = \text{pr}(z)) \) onto the set \( X \) in the Euclidean norm. Consider the set

\[
\mathcal{A}(X) = \{ x \in \text{bd } X \mid \exists z \not\in X, \ x = \text{pr } (z) \}.
\]

In this case the normal cone \( N(X, x) \) is not only a zero vector at every point \( x \in \mathcal{A}(X) \). If \( z \not\in X \) and \( x = \text{pr}(z) \), then the inclusion

\[
(z - x) \in N(X, x)
\]

holds. Further we will assume that for the function \( \varphi \) a regularity condition takes place [2]:

for each boundary point \( x^* \in \text{bd } (X) \) there exist positive numbers \( \varepsilon(x^*) > 0 \) and \( \beta(x^*) > 0 \), such that the inequality

\[
\frac{o(\alpha, x, g)}{\alpha} > -\varphi'(x, g) + \beta(x^*)
\]

(7)
holds, where
\[ \forall \alpha \in (0, \varepsilon(x^*)], \ \forall x \in A(X) \cap B(x^*, \varepsilon(x^*)), \ \forall g \in N(X, x), \|g\| = 1. \]

Here and below \( B(x_0, r) \) is a closed ball of a radius \( r \) centered at \( x_0 \). This regularity condition is more constructive than the analogous condition in [7].

**Theorem 2.** If the set \( X \) is compact and for the function \( \varphi \) regularity condition (7) holds for the family of penalty functions then there exists an exact penalty parameter \( c^* \), i.e.

\[ x(c_k) \in X \ \forall c_k \geq c^*. \]

**Remark 1.** For an exact penalty parameter to exist, it is necessary that the function \( \varphi \) was nondifferentiable at each boundary point of \( X \).

**Lemma 1.** If for a function \( \varphi \), which determines the set \( X \) of form (5), at a boundary point \( x \in \text{bd} (X) \) regularity condition (7) holds, then

\[ \varphi'(x^*, g) \geq \beta(x) \ \forall g \in N(X, x), \|g\| = 1. \]

**Corollary 1.** If for the function \( \varphi \) at the point \( x \in \text{bd} (X) \) regularity condition (7) holds, then

\[ \min_{\|g\| = 1} \varphi'(x, g) \geq \beta(x). \]

Suppose that the function \( \varphi \) is convex and for it regularity condition (7) holds at \( x \in \text{bd} X \). Then

\[ N(X, x) = \text{cl cone} (\partial \varphi(x)), \]

and

\[ \min_{\|g\| = 1} \varphi'(x, g) = \beta(x) > 0, \inf_{x \in \text{bd} x} \beta(x) = \beta(X) > 0. \]

Thus, the function \( \varphi \) can be used for constructing of a family of penalty functions.

### 3.1 Calculation of Exact Penalty Parameters

Show that if \( X \) is defined with using a strongly convex function \( f_1 \), then there always exists an exact penalty parameter. Let \( f_1 : \mathbb{R}^n \to \mathbb{R} \) be a strongly
convex function and $m > 0$ be its constant of strongly convexity. From the convex analysis [17] it is known that

$$
(v(x) - v(y), x - y) \geq 2m\|x - y\|^2 \quad \forall v(x) \in \partial f_1(x), \forall v(y) \in \partial f_1(y).
$$

Let $x^*_1$ be a minimizer of $f_1$ on $R^n$. As the Slater condition for $X$ is satisfied then $x^*_1 \in \text{int } X$. Therefore

$$
\|v(x)\| \geq 2m\|x - x^*_1\| \quad \forall x \in R^n, \forall v(x) \in \partial f_1(x),
$$

and

$$
\|v(x)\|^2 \geq 4m(f_1(x) - f_1(x^*_1)) \quad \forall x \in R^n, \forall v(x) \in \partial f_1(x).
$$

Furthermore, for each $x_0 \in R^n$, $f(x_0) > f(x^*_1)$ the level set

$$
L(f_1, x_0) = \{x \in R^n \mid f_1(x) \leq f_1(x_0)\}
$$

is compact. Let $d$ be the maximum radius of a closed ball $B(x^*_1, d)$ contained in $X$. Then, from (8) we have $\|v(x)\| \geq 2mr \quad \forall x \in \text{bd } X$ holds.

**Theorem 3.** If the function $f_1$ is strongly convex, $\varphi(x) = \max\{0, f_1(x)\}$, the set $X$ is given in the form (5) and the Slater condition for the set $X$ is satisfied, then regularity condition (7) is satisfied at every boundary point.

**Corollary 2.** The value of $\frac{L}{2md}$, where $L$ is a Lipschitz constant of the objective function $f$ on the level set $L(\varphi, x^{**})$ can be taken as an exact penalty parameter.

**Example 1.** Let

$$
f_1(x) = \langle Ax, x \rangle - 1, \quad \varphi(x) = \max\{0, f_1(x)\}, \quad X = \{x \in R^n \mid \varphi(x) = 0\},
$$

where $A$ is a positive definite matrix. The set $X$ is an ellipsoid. If $x \in \text{bd } X$, then

$$
N(X, x) = \{g \in R^n \mid g = 2\lambda Ax, \lambda \geq 0\}, \quad \partial \varphi(x) = \max\{0, 2Ax\}.
$$

If $g = \frac{Ax}{\|Ax\|} \in N(X, x)$, then

$$
\min_{\|g\| = 1} \varphi'(x, g) = 2\|Ax\|,
$$

and

$$
\min_{x \in \text{bd } X} 2\|Ax\| \geq 2\lambda_{\min}d = \frac{2\lambda_{\min}}{\lambda_{\max}},
$$

where $\lambda_{\min}$ and $\lambda_{\max}$ are minimum and maximum eigenvalues of the matrix $A$. 
4 Conclusions

The paper presents a method of exact penalty functions. The regularity condition imposed on the functions which define the set of constraints is considered. If this condition is satisfied then there is an exact penalty parameter. Note that the objective function is required to be only local Lipschitz and bounded below. In the case of a convex set the sufficient conditions are given which allow to find analytical representation of an exact penalty parameter. Examples of calculation of such parameters for different types of convex sets which defined with the help of strongly convex functions are described.
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