Modeling Medical Data Using MM-Estimation

Applied to Body Mass Index Data
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Abstract

In medical statistics research, there are many methodologies used to investigate and to model the relationship between two or more variables. A model is often not useful when its fails to fit the data and the outliers may exist. Outliers play important role in regression. An outliers (observations) that is quite different from most the other values or observations in a data set. Robust regression is the most popular method that has been used to detect outliers and to provide resistant results in the presence of outliers in the data set. The purpose of this study is to show that, robust MM-estimation is an alternative approach in dealing with outliers presence in the medical data. This approach is extremely useful in identifying outliers and assessing the adequacy of a fitted model.
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Introduction

The body mass index (BMI) is a measure of body fat based on height and weight. It is calculated by dividing weight in kilograms (kg) by height in meters squared (m²). BMI is one method used by healthcare professionals worldwide use BMI as a reliable indicator to determine whether a person is overweight or clinically obese [1].
According to the previous research, if someone is overweight, he or she is at risk for many diseases and health condition as such heart disease, stroke, diabetes, cancer, high blood pressure, high cholesterol and blood lipids (LDL) and many more. When overweight or obese people lose their weight, they also lower their blood pressure, total cholesterol, LDL cholesterol, increase their HDL cholesterol, improve their blood sugar levels, and reduce their amount of abdominal fat [2].

In recent years, different ranges of BMI cut-off points for overweight and obesity have been proposed, in particular for the Asia-Pacific region [3]. In USA, over half (53%) of all deaths in women with a BMI>29 kg/m$^2$ could be directly attributed to their obesity [4]. Eating behaviors that have been linked to overweight and obesity include snacking/eating frequency, binge-eating patterns, eating out, and exclusive breastfeeding. Physical activity is an important determinant of body weight. In Australia, for older over the age of 70 years, general health status may be more important than being mildly overweight. Some researchers have suggested that a BMI range of 22-26 is desirable for older Australians.

## Materials and Methods

This study is focus on the BMI as a dependent variable and independent variables namely in Table 1. A total of 300 respondents were selected and diagnosed to have BMI problem based on WHO criteria. Material of this study is a hypothetical sample which is composed of ten variables. The explanation of the variables is shown in Table 1 and data were collected from Health Centre in Malaysia.

<table>
<thead>
<tr>
<th>Code</th>
<th>Variables</th>
<th>Explanation of the variables</th>
</tr>
</thead>
<tbody>
<tr>
<td>Y</td>
<td>BMI</td>
<td>Body Mass Index</td>
</tr>
<tr>
<td>X1</td>
<td>SBP</td>
<td>Systolic Blood Pressure</td>
</tr>
<tr>
<td>X2</td>
<td>DBP</td>
<td>Diastolic Blood Pressure</td>
</tr>
<tr>
<td>X3</td>
<td>CHOL</td>
<td>Cholesterol (Mmol/L)</td>
</tr>
<tr>
<td>X4</td>
<td>HEIGHT</td>
<td>Height of a patient in cm</td>
</tr>
<tr>
<td>X5</td>
<td>WEIGHT</td>
<td>Weight of a patient in kg</td>
</tr>
<tr>
<td>X6</td>
<td>WAIST</td>
<td>The length of waist in cm</td>
</tr>
<tr>
<td>X7</td>
<td>AGE</td>
<td>Age (Year)</td>
</tr>
</tbody>
</table>

The linear regression can be expressed in terms of matrices as

$$y = X\beta + \varepsilon$$

(1)
where \( y \) is the \( n \times 1 \) vector of observed response value, \( X \) is the \( n \times p \) matrix of \( p \) regressors (design matrix), \( \beta \) is the \( p \times 1 \) regression coefficients and \( \varepsilon \) is the \( n \times 1 \) vector error terms. In fitting multiple linear regression model (1.1), the most widely used ordinary least squares (OLS) to find the best estimates of \( \beta \). Unfortunately, in the presence of outliers, the OLS estimators are still unbiased. According to Barnett and Lewis (1994), an outliers is an observations that is inconsistent with the rest of the data. Outliers in the response variable represent model failure. Outliers in the regressor variable values are extreme in X-space are called leverage points.

In this case, we are interested in using robust MM-estimation to model the BMI data since these method are highly breakdown point and highly efficient when the errors have a normal distribution. This method also powerful for analyzing data that are contaminated with outliers. In 1987, Yohai introduced the MM-estimation, combines on both M-estimation and S-estimation to achieve a high breakdown point with high asymptotic efficiency [4].

Yohai [4] defined the MM-estimate in three stages as follows:
S1: Compute an initial regression estimate \( T^0 \).
S2: Compute the residuals \( \varepsilon_i(T^0) \) and compute the M-scale \( S_n \) using rho function \( \rho_0 \).

The M-scale estimate is defined as the value of \( S_n \) which is the solution of
\[
\frac{1}{n} \sum \rho_0(\varepsilon_i/S_n) = b
\]
(2)
where \( b \) may be defined by \( E_\phi(\rho_0) = b \) where \( \phi \) stands for the standard normal distribution.

Let \( \rho_0 \) in (2) be a real function satisfying the following assumptions.
(i) \( \rho(0) = 0 \);
(ii) \( \rho(-\varepsilon) = \rho(\varepsilon) \);
(iii) \( 0 \leq u \leq v \) implies \( \rho(u) \leq \rho(v) \);
(iv) \( \rho \) is continuos;
(v) let \( a = \sup \rho(\varepsilon) \), then \( 0 < a < \infty \);
(vi) if \( \rho(u) < a \) and \( 0 \leq u < v \), then \( \rho(u) < \rho(v) \).
(A)1

S3: Compute the estimate \( T^1 \).
Let \( \rho_1 \) be another function which satisfies assumption (A1) such that
\[
\rho_1(\varepsilon) \leq \rho_0(\varepsilon)
\]
(3)
\[
\sup \rho_1(\varepsilon) = \sup \rho_0(\varepsilon)
\]
(4)
Then the MM-estimate \( T^1 \) is defined as any solution to the equation
\[
\sum \rho_1(\varepsilon_i(T^1)/S_n) x_i = 0
\]
(5)
which verifies\[
\sum \rho_1(\varepsilon_i(T^1)/S_n) x_i \leq \sum \rho_1(\varepsilon_i(T^0)/S_n) x_i
\]
(6)
Yohai [4] revealed that \( \rho_o(\varepsilon) \) and \( \rho_i(\varepsilon) \) can be taken be \( \rho_n(\varepsilon / k_o) \) and \( \rho_n(\varepsilon / k_i) \), respectively. Stromberg [5] stated that selecting \( k_o = 0.212 \) and \( k_i = 0.9014 \) will guarantee a high breakdown estimate and the result in 95% efficiency under normal errors, respectively.

**Results and Discussions**

Robust regression analysis provides an alternative model to improve the fit of the model. If the data are contaminated in the \( x \)-space, M-estimation does not do well. Therefore, we used MM-estimation to solve the problems when outliers presence in both the \( y \)-direction and the \( x \)-space. Table 2 provided the comparisons estimates of \( \beta \) associated with the 95% confidence interval and \( p \)-value for MM-estimation and OLS.

Table 2: Comparison of parameter estimates among MM-estimation and OLS for BMI data

<table>
<thead>
<tr>
<th>Variables</th>
<th>MM-estimation (95% CI)</th>
<th>p-value</th>
<th>OLS (95% CI)</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>S.E</td>
<td>( \beta )</td>
<td></td>
<td>S.E</td>
<td>( \beta )</td>
</tr>
<tr>
<td>SBP</td>
<td>0.0008</td>
<td>-0.0012</td>
<td>0.1407</td>
<td>-0.0023</td>
</tr>
<tr>
<td></td>
<td>(-0.0027, 0.0004)</td>
<td></td>
<td>(-0.004, 0.000)</td>
<td></td>
</tr>
<tr>
<td>DBP</td>
<td>0.0013</td>
<td>0.0004</td>
<td>0.7587</td>
<td>0.0019</td>
</tr>
<tr>
<td></td>
<td>(-0.0022, 0.0031)</td>
<td></td>
<td>(-0.003, 0.004)</td>
<td></td>
</tr>
<tr>
<td>CHOL</td>
<td>0.0003</td>
<td>-0.0003</td>
<td>0.3867</td>
<td>0.0004</td>
</tr>
<tr>
<td></td>
<td>(-0.0009, 0.0004)</td>
<td></td>
<td>(-0.001, 0.000)</td>
<td></td>
</tr>
<tr>
<td>HEIGHT</td>
<td>0.0024</td>
<td>-0.3060</td>
<td>&lt;0.001**</td>
<td>0.0030</td>
</tr>
<tr>
<td></td>
<td>(-0.3106, -0.3014)</td>
<td></td>
<td>(-0.318, -0.306)</td>
<td></td>
</tr>
<tr>
<td>WEIGHT</td>
<td>0.0021</td>
<td>0.3233</td>
<td>&lt;0.001**</td>
<td>0.0029</td>
</tr>
<tr>
<td></td>
<td>(0.3192, 0.3274)</td>
<td></td>
<td>(0.317, 0.328)</td>
<td></td>
</tr>
<tr>
<td>WAIST</td>
<td>0.0024</td>
<td>0.0014</td>
<td>0.5507</td>
<td>0.0033</td>
</tr>
<tr>
<td></td>
<td>(-0.0032, 0.0060)</td>
<td></td>
<td>(0.001, 0.013)</td>
<td></td>
</tr>
<tr>
<td>AGE</td>
<td>0.0087</td>
<td>0.0042</td>
<td>0.6286</td>
<td>0.0126</td>
</tr>
<tr>
<td></td>
<td>(-0.0129, 0.0214)</td>
<td></td>
<td>(-0.038, 0.012)</td>
<td></td>
</tr>
</tbody>
</table>

*Note: Significant levels: **\( p < 0.01 \), *\( p < 0.05 \)*

The results of Table 2 show that the standard error for MM-estimation is less than OLS estimation. Results strongly support that when outliers and leverage points
presence in the data set, MM-estimates are highly stable (resistant) compared with the OLS estimation are affected by the outliers.

The model of BMI is, \( \hat{y} = 63.2399 - 0.306x_1 + 0.3233x_2 + \varepsilon \). R squared value is 0.882 (88.2%), this indicated the greater the ability of that model to predict a trend. Based on Figure 1, proved that the existing of outliers observations in the BMI data. 13 observations are considered as outliers. Although, the BMI data presence of outliers, results remain robust. The residual analysis plays an important role for determining the adequacy of the model to ensure that the interpretation of the model is valid. Figure 1 presents the Q-Q plot straight lines, which clearly indicate that the error is normally distributed and the histogram also demonstrate normality.
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Figure 1: The leverage diagnostics, Q-Q plot and histogram for MM-estimate
Conclusion

Based on these results, it can be concluded that in the presence of outliers in the data, MM-estimation is more sensitive than OLS estimation.
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