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Abstract

The total amount of damage to be paid by an insurance company can be represented as the sum of (reinsurance-)layers, some of which may be transferred to a reinsurer on the basis of an excess of loss treaty. Some risk measures associated with the layers are here investigated, by paying particular attention to the Unexpected Loss function which plays a role in the Solvency II legislative program: in fact in non-life insurance, the standard formula for the calculation of premium and the reserve capital requirement are mainly based on its definition. Starting from the assumption of discrete random variables, explicit formulas and ranges of variation are derived that are useful for its approximate evaluation.
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1 Introduction

In the framework of non-proportional reinsurance where it is assumed that the reinsurance protection deals with amounts above certain pre-defined limits, one main form is considered in literature: the excess of loss treaty.

The interest in reinsurance sector is mainly due to the intrinsic characteristic of each contract: in fact, ceding companies may increase the underwriting capabilities; net liability on individual risks may reduce; finally a catastrophe protection from multiple or large losses is practicable. As a consequence of the assortment of involved activities, reinsurance analysis reveals all its own complexity. Our main focus is to study risk measures for reinsurance layers because in this framework it is possible to represent the total claim as a sum of layers some of which are transferred to a reinsurer through an excess of loss treaty. Particular attention is devoted to the Unexpected Loss measure, which is considered in Solvency II program (see [4]), because in non-life insurance it constitutes a function for premium and reserve capital requirement computation. The paper is organized as follows. In Section (2) we first set the basic definitions for describing the problem of analyzing risk measures for reinsurance layers. Section (3) presents some results in the framework of excess of loss reinsurance involving the individual claim size or even the total claim amount. Section (4) is devoted to the problem of measuring how the studied risk measures change with reference to the particular assumption of discrete random variables associated to individual or total claim amount. Finally in Section (5) we focus our attention on Unexpected Loss function and upper and lower bounds are obtained that may be useful for its approximate evaluation. Section (6) ends the paper with some hints for future research.

2 Preparatory settings and results

Some notations, abbreviations and conventions used throughout the paper are the following. Hereafter, we will deal with real-valued random variables. More precisely, $F_X$ denotes the one-dimensional cumulative distribution function (cdf) of the random variable (r.v.) $X$, with $F_X(x) = Pr[X \leq x]$, that is $F_X$ is a right-continuous (r.c.) non-decreasing function with

$$F_X(-\infty) = \lim_{x \to -\infty} F_X(x) = 0 \quad F_X(+\infty) = \lim_{x \to +\infty} F_X(x) = 1.$$

In this paper we will refer to the usual definition of the inverse of a distribution function, that is for any real $k \in [0,1]$ we consider the inverse distribution function

$$F_X^{-1}(k) := \inf \{ x \in \mathbb{R} : F_X(x) \geq k \},$$  \hspace{1cm} (1)
where conventionally it is $\inf \emptyset = +\infty$. Note that it is possible to set a more sophisticated definition for the inverse of a distribution function in which a possible choice for the inverse of $F_X$ in $k$ is given by any point in the closed interval

$$[\inf \{ x \in \mathbb{R} : F_X(x) \geq k \}, \sup \{ x \in \mathbb{R} : F_X(x) \leq k \}] .$$

Clearly, if the cdf $F_X$ is increasing, then the two definitions collapse into the same one.

In algebra of inverse distribution functions, the following revealing result (see [2]) is set in order to compare the inverse distribution functions of the r.v. $X$ and of the transformed r.v. $g(X)$ through the monotone and left continuous (l.c.) function $g$.

**Theorem 2.1** Let $X$ and $g(X)$ be real-valued random variables, and let $0 < k < 1$. If $g$ is non-decreasing and l.c., then

$$F_{g(X)}^{-1}(k) = g(F_X^{-1}(k)).$$

(2)

Again, when the inverse distribution function of a sum of random variables is considered, the comonotonic assumption (see [2] and [3]) plays a central role in ensuring that it is simply the sum of the inverse distribution functions of the marginal distributions.

**Theorem 2.2** The inverse distribution $F_S^{-1}$ of a sum $S = X_1 + X_2 + \cdots + X_n$ of $n$ comonotonic random variables $X_1, X_2, \ldots, X_n$ is given by:

$$F_S^{-1}(k) = \sum_{i=1}^{n} F_{X_i}^{-1}(k), \quad 0 < k < 1.$$ 

(3)

In the insurance framework, let $X$ now be a non-negative r.v. which denotes a claim amount. Moreover, let $g$ be a non-negative function, defined for all possible outcomes of $X$, which represents the benefit function, that is the reinsured amount. In this way the insurance company exposure to loss is reduced by passing part of the risk of loss to a reinsurer (or a group of reinsurers). A simple reinsurance contract can be represented by the risk sharing scheme, i.e. the pair of random variables $(g(X), X - g(X))$, where $g(X)$ denotes the amount promised by the reinsurer and $X - g(X)$ is the part of the claim covered by the ceding company. It is generally assumed that $g(X)$ and $X - g(X)$ are non-decreasing functions on the set of all the possible outcomes $x$ of $X$: if the function $g$ is differentiable, non-decreasing monotonicity requirement is equivalent to the condition $0 \leq g'(x) \leq 1$ for each outcomes $x$ of $X$. Given that both the partners of the risk sharing scheme $(g(X), X - g(X))$ have to bear more if the claim amount increases, then the random vector $(g(X), X - g(X))$ is comonotonic. On the converse, if the risk sharing scheme $(g(X), X - g(X))$
is supposed to be comonotonic, then necessarily there exist a support \( \mathcal{A} \) of \( X \) for which the set \( \{(g(x), x - g(x)) \mid x \in \mathcal{A}\} \) is comonotonic. Accordingly, the two functions \( g(x) \) and \( x - g(x) \) must be necessarily monotonic of the same type on \( \mathcal{A} \), that is they both display a non-decreasing or a non-increasing behavior. Given that the function \( x = g(x) + (x - g(x)) \) is non-decreasing, it must be that the functions \( g(x) \) and \( x - g(x) \) are both non-decreasing on \( \mathcal{A} \).

The case of the risk sharing scheme \( (g(X), X - g(X)) \) results to be particularly interesting with reference to inverse distribution functions: in fact if \( g \) is non-decreasing and l.c. then by Theorem 2.1 it necessarily follows that

\[
F_{g(X)}^{-1}(k) = g(F_X^{-1}(k)) \quad F_{X-g(X)}^{-1}(k) = F_X^{-1}(k) - g(F_X^{-1}(k)), \quad 0 < k < 1
\]

and by Theorem 2.2

\[
F_X^{-1}(k) = F_{g(X)}^{-1}(k) + F_{X-g(X)}^{-1}(k), \quad 0 < k < 1. \tag{4}
\]

3 Reinsurance layer

A very interesting example of risk sharing scheme is presented in the framework of excess of loss reinsurance where the r.v. \( X \) represents the individual claim size or even the total claim amount. Now let us assume that the reinsured amount \( g(X) \) is represented by the layer \( X_{a,u,v} \) that is so defined

\[
X_{a,u,v} := a \min \{v, \max(0, X - u)\} \tag{5}
\]

with \( u \in [0, \infty), v \in (0, \infty) \) and \( a \in (0, 1] \). One may consider \( u \) as a lower retention or deductible, \( u + v \) as an upper retention or limit of coverage and \( a \) represents a proportionality factor. The layer \( X_{a,u,v} \) admits the following equivalent formalization (see [5])

\[
X_{a,u,v} = \begin{cases} 
0 & X \leq u \\
(a(X - u)) & u < X \leq u + v \\
au & X > u + v
\end{cases} \tag{6}
\]

The next lemma summarizes some interesting properties.

**Lemma 3.1** The function \( f(x) = x - a \min \{v, \max(0, x - u)\} \) where \( u \in [0, \infty), v \in (0, \infty) \) and \( a \in (0, 1] \), satisfies the following properties:

i) \( f \in C^0(\mathbb{R}) \);

ii) \( f \in C^k(\mathbb{R} \setminus \{u, u + v\}) \) for each index \( k > 0 \);

iii) \( f \) is monotone non-decreasing.
Proof

The proof of properties \(i)\) and \(ii)\) easily follows by \(f\) definition: moreover, note that it is

\[
\lim_{x \to u} f(x) = u = f(u) \quad \lim_{x \to u+v} f(x) = (1-a)v + u = f(u+v).
\]

With reference to property \(iii)\), let us recall that \(f(x) = x - g(x)\) where \(g(x) = a \min \{v, \max(0, x-u)\}\) is evidently a non-decreasing function. Moreover, for each \(x_1, x_2\) such that \(x_1 < x_2\) it is

\[
\frac{f(x_2) - f(x_1)}{x_2 - x_1} = 1 - a \left( \min \{v, \max(0, x_2-u)\} - \min \{v, \max(0, x_1-u)\} \right) / x_2 - x_1 \\
= \begin{cases} 
1, & x_i \in [0, u] \lor x_i \in [u+v, +\infty); \\
1 - a, & x_i \in (u, u+v)
\end{cases}
\]

where, in the last relation \(x_i\) denotes \(x_1\) or \(x_2\) (\(i = 1, 2\)).

The following result involving the risk sharing scheme \((X_{a,u,v}, X - X_{a,u,v})\) directly follows by Lemma 3.1 and (4):

**Theorem 3.2** Given the non-negative random variable \(X\), for each \(u \in [0, \infty), v \in (0, \infty)\) and \(a \in (0,1]\), the risk sharing scheme \((g(X), X - g(X))\) with \(g(x) = a \min \{v, \max(0, x-u)\}\) is a comonotonic random vector.

Comonotonicity of the risk sharing scheme \((X_{a,u,v}, X - X_{a,u,v})\) ensure explicit formulation of some interesting quantities in non-proportional reinsurance framework that rely on inverse distribution functions of transformed random variables. By knowing the cdf \(F\) of the r.v. \(X_{a,u,v}\)

\[
F_{X_{a,u,v}}(x) = \begin{cases} 
0 & x < 0 \\
F_X(u + \frac{x}{a}) & 0 \leq x < av \\
1 & x \geq av
\end{cases}
\] (7)

its inverse function may be easily defined

\[
F_{X_{a,u,v}}^{-1}(k) = \begin{cases} 
0 & 0 < k \leq F_X(u) \\
a(F_{X_{a,u,v}}^{-1}(k) - u) & F_X(u) < k \leq F_X(u + v) \\
F_X(u + v) & F_X(u + v) < k < 1
\end{cases}
\]

Then, by theorems 3.2 and 2.2 it is possible to explicitly write the inverse distribution function of \(X - X_{a,u,v}\); in fact it is

\[
F_{X - X_{a,u,v}}^{-1}(k) = F_X^{-1}(k) - F_{X_{a,u,v}}^{-1}(k), \quad 0 < k < 1
\] (8)
that is,

\[
F_{X^{-1}_{a,u,v}}^{-1}(k) = \begin{cases} 
F_X^{-1}(k) & 0 < k \leq F_X(u) \\
(1-a)F_X^{-1}(k) + au & F_X(u) < k \leq F_X(u+v) \\
F_X^{-1}(k) - av & F_X(u+v) < k < 1 
\end{cases}.
\]

Inverse distribution function formulation is particularly interesting with reference to some very well-known risk measures as, for example, Value-at-Risk. More precisely, given the Tail-quantile function \(U_X\) associate to \(F_X\) (see [5])

\[
U_X(q) := \inf \left\{ x : F_X(x) \geq 1 - \frac{1}{q} \right\}, \quad q > 1
\]

(9)

the Value-at-Risk of a random variable \(X\) with distribution function \(F_X\) may be so defined

\[
VaR_q(X) := U_X(q) = F_X^{-1}\left(1 - \frac{1}{q}\right), \quad q > 1.
\]

(10)

Moreover, by referring to the Tail-quantile function it is possible to set the definition of a significant risk measure as the Unexpected Loss of the r.v. \(X\) \(UL_X\) (also called \(VaR\)-based economic capital in [1]) that has been considered in Solvency II project. It is defined as:

\[
UL_X(\epsilon) = F_X^{-1}(1 - \epsilon) - E[X], \quad 0 < \epsilon < 1
\]

(11)

where

\[
F_X^{-1}(1 - \epsilon) = VaR_1^{-1}(X) = U_X\left(\frac{1}{\epsilon}\right), \quad 0 < \epsilon < 1
\]

(12)

and \(E[X]\) denotes the expected value of \(X\) that in the following is supposed to be well-defined. In this way,

\[
UL_X(\epsilon) = U_X\left(\frac{1}{\epsilon}\right) - E[X], \quad 0 < \epsilon < 1.
\]

In particular, with reference to a layer \(X_{a,u,v}\), for each \(q > 1\) the Value-at-Risk is

\[
VaR_q(X_{a,u,v}) = \begin{cases} 
0 & 1 < q < \frac{1}{1-F_X(u)} \\
 a\left(F_X^{-1}\left(1 - \frac{1}{q}\right) - u\right) & \frac{1}{1-F_X(u)} < q \leq \frac{1}{1-F_X(u+v)} \\
 av & q > \frac{1}{1-F_X(u+v)} 
\end{cases}.
\]

(13)

Moreover, the Unexpected Loss can be easily obtained by referring to the following result

\[
F_{X_{a,u,v}}^{-1}(1 - \epsilon) = \begin{cases} 
av & 0 < \epsilon < 1 - F_X(u+v) \\
 a(F_X^{-1}(1 - \epsilon) - u) & 1 - F_X(u+v) \leq \epsilon < 1 - F_X(u) \\
 0 & 1 - F_X(u) \leq \epsilon < 1
\end{cases}.
\]
where $0 < \epsilon < 1$.

With reference to the r.v. $X - X_{a,u,v}$, the Unexpected Loss for $0 < \epsilon < 1$ is

$$UL_{X - X_{a,u,v}}(\epsilon) = F_{X - X_{a,u,v}}^{-1}(1 - \epsilon) - E[X - X_{a,u,v}]$$

(14)

that is (see (8))

$$UL_{X - X_{a,u,v}}(\epsilon) = F_{X}^{-1}(1 - \epsilon) - F_{X_{a,u,v}}^{-1}(1 - \epsilon) - E[X] + E[X_{a,u,v}]$$

and so it is

$$UL_{X - X_{a,u,v}}(\epsilon) = UL_{X}(\epsilon) - UL_{X_{a,u,v}}(\epsilon).$$

(15)

4 Layers and discrete random variables

Starting from the assumption of random variables representing individual claim size, it is particularly interesting to analyze the special case of a combination of $N$ reinsured amounts $Y_{i}$ ($i = 1, \ldots, N$) where each of them is supposed to be a layer $X_{a,u,v}$: more precisely (see [5]), given the finite sequence $Y_{1;a,u,v}, \ldots, Y_{N;a,u,v}$ of $N$ claims, where $N$ is a non-negative integer-valued random variable, let us consider the total claim amount

$$R_{a,u,v} := \sum_{i=1}^{N} Y_{i;a,u,v}$$

(16)

where $Y_{i;a,u,v} = a \min \{v, \max(0, Y_{i} - u)\}$ stands for the reinsured part of the original claim size $Y_{i}$ defined for $i = 1, \ldots, N$. Is is assumed that if $N \equiv 0$ then necessarily $R_{a,u,v} \equiv 0$.

In practice of insurance it is mostly assumed that a lower retention $U$ and a limit of coverage $U + V$ are applied to $R_{a,u,v}$; moreover, in many cases a proportionality factor $\alpha$ is considered. In this way the reinsured amount $S_{\alpha,U,V}$ is simply given by

$$S_{\alpha,U,V} := \alpha \min \{V, \max(0, R_{a,u,v} - U)\}.$$  

(17)

In particular, if it is assumed that each original claim $Y_{i}$ follows a discrete law with only two jumps (like the case of total loss), i.e.

$$Y_{i} \overset{d}{=} mB$$

(18)

where $\overset{d}{=}$ means equality in distribution, $m > 0$ and $B$ denotes a Bernoulli random variable with

$$Pr[B = 1] = p = 1 - Pr[B = 0] = 1 - q$$
then the aggregate loss
\[ R := \sum_{i=1}^{N} Y_i \] satisfies the equality in distribution
\[ R \overset{d}{=} mN. \]

By Theorem 2.1, the inverse distribution function of the r.v. \( R \) is given by:
\[ F_{R}^{-1}(k) = mF_{N}^{-1}(k), \quad 0 < k < 1 \] where
\[ F_{N}^{-1}(k) = l \quad \text{if} \quad F_{N}(l - 1) < k \leq F_{N}(l). \] When \( a = 1, \ u = 0 \) and \( v \leq m \), it is
\[ Y_{i;1,0,v} \overset{d}{=} vB \] and
\[ R_{1,0,v} := \sum_{i=1}^{N} Y_{i;1,0,v} \overset{d}{=} vN. \] In the particular case in which \( v > m \), it naturally follows that
\[ Y_{i;1,0,v} \overset{d}{=} mB \] and
\[ R_{1,0,v} \overset{d}{=} mN \]
and this is why from now on we focus our attention on the case \( v \leq m \). In fact it is generally supposed that the reinsurer agrees to indemnify the insurer for a proper subpart of the total loss.

If moreover there exist positive natural numbers \( r \) and \( s \) such that \( U = rv \) and \( V = sv \), \( 0 < r < s \), the reinsured amount \( S_{\alpha,U,V} \) is
\[ S_{\alpha,U,V} = S_{\alpha,rv,sv} = \alpha \min \{sv, \max\{0, R_{1,0,v} - rv\}\} \] that is by (23)
\[ S_{\alpha,rv,sv} = \alpha v \min \{s, \max\{0, (N - r)\}\} \]
that explicitly is
\[ S_{\alpha,rv,sv} = \begin{cases} 0 & N \leq r \\ \alpha v(N - r) & r < N \leq r + s \\ \alpha sv & N > r + s \end{cases} \]
The cdf of the r.v. $S_{\alpha,rv,sv}$ is given by

$$F_{S_{\alpha,rv,sv}}(x) = \begin{cases} 
0 & x < 0 \\
F_N(r + \frac{x}{\alpha v}) & 0 \leq x < \alpha sv \\
1 & x \geq \alpha sv 
\end{cases} \quad (27)$$

where $F_N$ denotes the cdf of the r.v. $N$. By Theorem 2.1 and (26), the inverse distribution function $F_{S_{\alpha,rv,sv}}^{-1}$ of the layer $S_{\alpha,rv,sv}$ is given by

$$F_{S_{\alpha,rv,sv}}^{-1}(k) = \begin{cases} 
0 & F_N^{-1}(k) \leq r \\
\alpha v (F_N^{-1}(1 - \epsilon) - r) & r < F_N^{-1}(k) \leq r + s \\
\alpha sv & F_N^{-1}(k) > r + s 
\end{cases} \quad (28)$$

With reference to the Value-at-Risk computation of the layer $S_{\alpha,rv,sv}$ it is

$$F_{S_{\alpha,rv,sv}}^{-1}(1 - \epsilon) = \begin{cases} 
\alpha sv & 0 < \epsilon < 1 - F_N(r + s) \\
\alpha v (F_N^{-1}(1 - \epsilon) - r) & 1 - F_N(r + s) \leq \epsilon < 1 - F_N(r) \\
0 & 1 - F_N(r) \leq \epsilon < 1 
\end{cases} \quad (29)$$

where $0 < \epsilon < 1$. Again, the layer expected value $E[S_{\alpha,rv,sv}]$ results so defined

$$E[S_{\alpha,rv,sv}] = \alpha v E[\min \{s, \max(0, (N - r))\}] = \alpha v \left\{ \sum_{n=r}^{r+s} (n - r) Pr[N = n] + s Pr[N \geq r + s] \right\}. \quad (30)$$

### 5 Unexpected Loss

Let us focus our attention on the Unexpected Loss risk measure of the r.v. $S_{\alpha,rv,sv}$ in the particular case in which $\epsilon$ is bounded by the constraint $0 < \epsilon < 1 - F_N(r + s)$: then the Unexpected Loss of the layer $S_{\alpha,rv,sv}$ admits the following representation

$$UL_{S_{\alpha,rv,sv}}(\epsilon) = F_{S_{\alpha,rv,sv}}^{-1}(1 - \epsilon) - E[S_{\alpha,rv,sv}] = \alpha v \left\{ s Pr[N \leq r + s - 1] - \sum_{n=r}^{r+s} (n - r) Pr[N = n] \right\}$$

that is,

$$UL_{S_{\alpha,rv,sv}}(\epsilon) = \alpha v \left\{ s F_N(r + s - 1) - \sum_{n=r+1}^{r+s} (n - r) Pr[N = n] \right\} \quad (30)$$

with no dependence from $\epsilon$. Given that $F_N(r + s - 1) \leq F_N(r + s) < 1 - \epsilon$, it is possible to upper bound the Unexpected Loss of the layer $S_{\alpha,rv,sv}$

$$UL_{S_{\alpha,rv,sv}}(\epsilon) < \alpha v \left\{ s (1 - \epsilon) - \sum_{n=r+1}^{r+s} (n - r) Pr[N = n] \right\}. \quad (31)$$
Let us consider the Unexpected Loss of the r.v. \( R - S_{\alpha,rv,sv} \) representing the part of the claim covered by the ceding company
\[
UL_{R-S_{\alpha,rv,sv}}(\epsilon) = UL_R(\epsilon) - UL_{S_{\alpha,rv,sv}}(\epsilon).
\]
By assuming that \( 0 < \epsilon < 1 - F_N(r+s) \), it is
\[
UL_{R-S_{\alpha,rv,sv}}(\epsilon) = \ m F_N^{-1}(1-\epsilon) - m E[N] - \alpha v \left\{ s F_N(r+s-1) - \sum_{n=r+1}^{r+s} (n-r) \Pr[N = n] \right\}
\]
that admits the following equivalent formalization
\[
UL_{R-S_{\alpha,rv,sv}}(\epsilon) = m UL_N(\epsilon) - \alpha v \left\{ s F_N(r+s-1) - \sum_{n=r+1}^{r+s} (n-r) \Pr[N = n] \right\}
\]
where \( UL_N(\epsilon) \) denotes the Unexpected Loss of the r.v. \( N \).

Note that the Unexpected Loss of the layer \( S_{\alpha,rv,sv} \) doesn’t explicitly depend on the choice of \( \epsilon \) when it is assumed that it is small enough (here it is assumed that \( 0 < \epsilon < 1 - F_N(r+s) \)), while the Unexpected Loss of the part of the claim covered by the ceding company, \( R - S_{\alpha,rv,sv} \), does depend on it.

With reference to this last case we move our attention to the study of upper and lower bounds. By (31) we have:
\[
UL_{R-S_{\alpha,rv,sv}}(\epsilon) > m UL_N(\epsilon) - \alpha v \left\{ s (1-\epsilon) - \sum_{n=r+1}^{r+s} (n-r) \Pr[N = n] \right\}.
\]
By assuming that \( F_N(r+s-1) > 0 \), from (33) it results
\[
UL_{R-S_{\alpha,rv,sv}}(\epsilon) < m UL_N(\epsilon) + \alpha v \sum_{n=r+1}^{r+s} (n-r) \Pr[N = n].
\]
Finally, when it is assumed that \( 0 < F_N(r+s-1) \) and \( F_N(r+s) < 1 - \epsilon \), by setting
\[
A := m UL_N(\epsilon) - \alpha v \left\{ s (1-\epsilon) - \sum_{n=r+1}^{r+s} (n-r) \Pr[N = n] \right\}
\]
\[
B := m UL_N(\epsilon) + \alpha v \sum_{n=r+1}^{r+s} (n-r) \Pr[N = n]
\]
we obtain the following strict double inequality involving the Unexpected Loss of the claim section covered by the ceding company:
\[
A < UL_{R-S_{\alpha,rv,sv}}(\epsilon) < B.
\]
Clearly it is
\[ A = B - \alpha vs (1 - \epsilon) \]  
and when \( \epsilon \to 0 \) necessarily it follows that \( A \to B - \alpha vs \).

If moreover \( 1 - F_N(r + s + 1) \leq \epsilon < 1 - F_N(r + s) \), then by (21) it results \( F_N^{-1}(1 - \epsilon) = r + s + 1 \). So it is
\[ UL_{R-Sa,rv,sv}(\epsilon) = m(r + s + 1) - mE[N] - \alpha v \left\{ sPr[N \leq r + s] - \sum_{n=r+1}^{r+s} (n - r) Pr[N = n] \right\} \]

and by defining
\[ C := m(r + s + 1 - E[N]) - \alpha v \left\{ s(1 - \epsilon) - \sum_{n=r+1}^{r+s} (n - r) Pr[N = n] \right\} \]
\[ D := m(r + s + 1 - E[N]) + \alpha v \sum_{n=r+1}^{r+s} (n - r) Pr[N = n] \]

the next double inequality descends when \( 1 - F_N(r + s + 1) \leq \epsilon < 1 - F_N(r + s) \) and \( F_N(r + s - 1) > 0 \):
\[ C < UL_{R-Sa,rv,sv}(\epsilon) < D. \]  
(38)

In this case too
\[ C = D - \alpha vs (1 - \epsilon) \]  
(39)
but \( \epsilon \to 0 \) only if \( r + s \to \infty \): then it necessarily follows \( C \to D - \alpha vs \).

Note that given \( m, v \) and \( \alpha \), the difference between the sum \( r + s \) and the expected number of claims \( E[N] \) affects the value of \( UL_{R-a,rv,sv}(\epsilon) \). The quantities \( v, r \) and \( s \) define the extremes and the width of the layers and therefore they affect the risk measure.

6 Concluding remarks

Starting from the layer definition, in this paper we obtained and studied the explicit representation of some widely used risk measures, such as \( VaR \) and Unexpected Loss, also for the purpose of exploring some solvency requirements as they are prescribed by the system Solvency II. The use of discrete probability distribution enabled to derive exact and approximate expressions of these special risk measures. This is not just a simplifying assumption: in fact it is often used in practice because the amounts of losses are always measured as multiples of a unit of measure. By referring to the obtained bounds it is possible to achieve approximate valuations of the Unexpected Loss function.
on the basis of which to make choices, in light of the capital requirements that are compulsory for the Solvency II system. This latter point is one of the addresses of our research.
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