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Abstract

It is known that any binary logic function (in binary logic) can be represented by at least one logic formula, however this is not always true for a ternary logic function (in ternary logic). A ternary logic function can be represented by at least one logic formula if and only if it satisfies a mathematical condition which is called regularity. Also, it is known that a fuzzy logic formula (in standard fuzzy logic) can be obtained by means of truth tables in ternary logic. This paper presents a method destined for extending a binary logic function into one (or more) ternary logic function(s) representable by at least one logic formula, and therefore, to obtain fuzzy logic formulas from a binary logic function.
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1 Introduction

Logic formulas in binary logic are important when designing systems based on this type of logic (e.g., digital circuits). Since truth values are “0” (false) and “1” (true), there are practical methods to obtain, manipulate and optimize logic formulas by using truth tables, e.g., Karnaugh maps and Quine-McCluskey method. It is known [3] that a logic formula represents one logic
function, but a logic function can be represented by several logic formulas. *Boole’s expansion theorem* [3, pp. 98] represents one way to guarantee that there exists at least one logic formula for a logic function. Therefore, binary logic functions are representable by logic formulas.

In fuzzy logic the process to elaborate a truth table is not a direct task. Mainly because its truth values are in \([0, 1]\). Gehrke *et al.* [1] presented a practical method to elaborate truth tables in standard fuzzy logic, which uses “and” \((\land)\), “or” \((\lor)\) and “not” \((\neg)\) operations given by 
\[
a \land b = \min\{a, b\}, \\
a \lor b = \max\{a, b\} \quad \text{and} \quad a' = 1 - a
\]
for all \(a, b \in [0, 1]\). Their method uses Kleene’s ternary logic system [4] where truth tables for standard fuzzy logic are made by means of truth tables in ternary logic. Gehrke *et al.* demonstrated that propositional logics from standard fuzzy logic and Kleene’s ternary logic are the same, and therefore their logic formulas are equivalent. Unlike binary logic, in ternary logic not all ternary logic functions are representable by a logic formula. Mukaidono [6] established necessary and sufficient conditions in order that a ternary logic function could be represented by at least one logic formula. The key concept is the *regularity*, which is an extension to several variables of the same concept given by Kleene [4], of a ternary logic function.

The main purpose of this paper is to present a method destined for extending a binary logic function into one (or more) ternary logic function(s) representable by at least one logic formula, and therefore, to obtain fuzzy logic formulas from a binary logic function.

## 2 Binary Logic Functions and Ternary Logic Functions

A binary logic function \(\beta\) of \(n\) variables \(x_1, \ldots, x_n\) is defined by an application \(\beta : B^n \rightarrow B\), where “0” is “false” and “1” is “true”. The (total) order in \(B\) is \(0 \leq 1\). Any \(\beta\) can be represented by at least one well-formed logic formula. In particular, *Boole’s expansion theorem* [3, pp. 98] establishes that any \(\beta\) can be written for all \(\langle x_1, \ldots, x_n \rangle \in B^n\) as follows:

\[
\beta(x_1, \ldots, x_n) = (x'_1 \land \beta(0, \ldots, x_n)) \lor (x_1 \land \beta(1, \ldots, x_n)) \\
= (x'_1 \lor \beta(1, \ldots, x_n)) \land (x_1 \lor \beta(0, \ldots, x_n)).
\]

Operations “and” \((\land)\), “or” \((\lor)\) and “not” \((\neg)\) are given in Table 1(a). If (1) and (2) are applied recursively to \(\beta\) (see [3] for more details), we will get:

\[
D(\beta)(x_1, \ldots, x_n) = (\beta(0, \ldots, 0) \land x'_1 \land \cdots \land x'_n) \lor (\beta(0, \ldots, 1) \land x'_1 \land \cdots \land x'_n) \lor \cdots \\
\lor (\beta(1, \ldots, 0) \land x_1 \land \cdots \land x'_n) \lor (\beta(1, \ldots, 1) \land x_1 \land \cdots \land x_n),
\]

\[
C(\beta)(x_1, \ldots, x_n) = (\beta(0, \ldots, 0) \lor x_1 \lor \cdots \lor x_n) \land (\beta(0, \ldots, 1) \lor x_1 \lor \cdots \lor x'_n) \land \cdots \\
\land (\beta(1, \ldots, 0) \lor x'_1 \lor \cdots \lor x_n) \land (\beta(1, \ldots, 1) \lor x'_1 \lor \cdots \lor x'_n).
\]
Table 1: (a) Binary logic operations “or” (∨), “and” (∧) and “not” (′). (b) Ternary logic operations “or” (∨), “and” (∧) and “not” (′). Operations ∧, ∨ and ′ satisfy a complete set of properties. See [2], [3], [5], [7] for more details.

\[
\begin{array}{c|c|c|c|c|c|c}
\text{Operation} & \text{0} & \text{1} & \text{0} & \text{1} & \text{0} & \text{1} \\
\hline
\text{∨} & 0 & 1 & 0 & 1 & 0 & 1 \\
\text{∧} & 0 & 0 & 0 & 1 & 0 & 1 \\
\text{′} & 1 & 0 & 1 & 0 & 0 & 1 \\
\end{array}
\]

D(β) are C(β) are known as disjunctive and conjunctive Boolean normal forms of β. The \(2^n\) values \(β_0 = β(0, \ldots, 0), β_1 = β(0, \ldots, 1), \ldots, β_{2^n-1} = β(1, \ldots, 1)\) are constants in \(B\).

A ternary logic function \(φ\) of \(n\) variables \(x_1, \ldots, x_n\) is defined by an application \(φ : V^n \mapsto V, V = \{0, u, 1\}\), where “\(u\)” is “uncertain 0 or 1”, that is, “ambiguous”, in contrast to “0” (false) and “1” (true) [6]. The (total) order in \(V\) is \(0 \leq u \leq 1\). Operations “and” (\(∧\)), “or” (\(∨\)) and “not” (′) are given in Table 1(b), which correspond to Kleene’s ternary logic system [4]. Unlike binary logic functions, ternary logic functions cannot be represented always by logic formulas [6]. We consider ternary logic functions defined by the following condition.

**Condition 2.1** [6] The ternary functions which can be represented by well-formed logic formulas consisting of variables \(x_1, \ldots, x_n\), constants 0, \(u\), 1 and logic connectives “and” (\(∧\)), “or” (\(∨\)) and “not” (′) defined in Table 1(b).

It is defined a partial order \(\preceq\) concerning ambiguity on \(V\) and \(V^n\) as follows:

**Definition 2.2** [6] \(0 \preceq u, 1 \preceq u, a \preceq a, a \in V\). In the relation \(\preceq\), 0 and 1 are not comparable to each other. The relation can be extended among \(V^n\) as follows: For two elements \(\vec{a} = ⟨a_1, \ldots, a_n⟩\) and \(\vec{b} = ⟨b_1, \ldots, b_n⟩\) of \(V^n\), \(\vec{a} \preceq \vec{b}\) if and only if \(a_i \preceq b_i\) for all values of \(i\). If \(\vec{a} \preceq \vec{b}\), then \(\vec{a}\) is said to be less ambiguous than or equal to \(\vec{b}\).

As usual, if \(\vec{a} \preceq \vec{b}\) and \(\vec{b} \preceq \vec{a}\) are not satisfied then \(\vec{a}\) and \(\vec{b}\) are said to be incomparable (in symbols \(\vec{a} \parallel \vec{b}\)).

**Condition 2.3 (Regularity)** [6] If \(φ(\vec{b}) \in B = \{0, 1\}\); then \(φ(\vec{a}) = φ(\vec{b})\) for every \(\vec{a}\) such as \(\vec{a} \preceq \vec{b}\).

**Definition 2.4** [6] A ternary function \(φ\) is called a regular ternary logic function if and only if \(φ\) satisfies the regularity Condition 2.3.
Condition 2.5 (Monotonicity for ambiguity) [6] If $\vec{a} \preceq \vec{b}$, then $\phi(\vec{a}) \preceq \phi(\vec{b})$.

Mukaidono [6, Thm. 1, 2 and 4] proved Condition 2.1, Condition 2.3 and Condition 2.5 are equivalent to each other, that is, a ternary logic function $\phi$ satisfies Condition 2.1 if and only if it satisfies Condition 2.3 if and only if it satisfies Condition 2.5.

Definition 2.6 (Ambiguity level) It is defined the function $\lambda : V^n \mapsto N : \vec{a} \mapsto \lambda(\vec{a})$, where $N = \{0, 1, 2, \ldots, n\}$, as the total number of $u$ in $\vec{a}$. The value $\lambda(\vec{a}) \in N$ is said to be the ambiguity level of $\vec{a}$.

For example, if $\vec{a}, \vec{b} \in V^3$ such that $\vec{a} = \langle 0, u, u \rangle$ and $\vec{b} = \langle 0, 1, 0 \rangle$, then $\lambda(\vec{a}) = 2$ and $\lambda(\vec{b}) = 0$, i.e., $\vec{a}$ has two $u$ and $\vec{b}$ has none.

We group all the elements in $V^n$ depending on their ambiguity levels. We say $\vec{a} \in V^n$ is equivalent in ambiguity to $\vec{b} \in V^n$ (in symbols $\vec{a} \sim \vec{b}$) if and only if $\lambda(\vec{a}) = \lambda(\vec{b})$. The relation $\sim$ is an equivalence relation and it creates a partition on $V^n$. The quotient set is

$$V^n/\sim = \{ [\langle 0, 0, \ldots, 0 \rangle], [\langle u, 0, \ldots, 0 \rangle], [\langle u, u, \ldots, 0 \rangle], \ldots, [\langle u, u, \ldots, u \rangle] \}.$$ 

The function $\lambda^* : V^n/\sim \mapsto N$ defined by $\lambda^*([\vec{a}]) = \lambda(\vec{a})$, where $[\vec{a}]$ is the equivalence class that contains $\vec{a} \in V^n$, is given explicitly by $[\langle 0, 0, \ldots, 0 \rangle] \xrightarrow{\lambda^*} 0$, $[\langle u, 0, \ldots, 0 \rangle] \xrightarrow{\lambda^*} 1$, $[\langle u, u, \ldots, 0 \rangle] \xrightarrow{\lambda^*} 2$, $\ldots$, $[\langle u, u, \ldots, u \rangle] \xrightarrow{\lambda^*} n$. The function $\lambda^*$ orders linearly the equivalence classes with respect to the ambiguity level.

The number of elements in each equivalence class is as follows:

$$| [\langle 0, 0, \ldots, 0 \rangle] | = 2^n = \binom{n}{0} 2^{n-0}, \quad (3)$$

$$| [\langle u, 0, \ldots, 0 \rangle] | = 2^{n-1} + \cdots + 2^{n-1} = \binom{n}{1} 2^{n-1}, \quad (4)$$

$$| [\langle u, u, \ldots, 0 \rangle] | = 2^{n-2} + \cdots + 2^{n-2} = \binom{n}{2} 2^{n-2}, \quad (5)$$

$$\vdots$$

$$| [\langle u, u, \ldots, u \rangle] | = 1 = \binom{n}{n} 2^{n-n}. \quad (7)$$

It is clear that $\sum_{i=0}^{n} \binom{n}{i} 2^{n-i} = 3^n$ holds, where $3^n$ is the number of elements in $V^n$. The preceding formula can be verified using Newton’s theorem $(a+b)^n = \sum_{i=0}^{n} \binom{n}{i} a^i b^{n-i}$ with $a = 1$ and $b = 2.$
Theorem 2.7 Let \( \vec{a}, \vec{b} \in V^n \) with \( \vec{a} \neq \vec{b} \). If \( \vec{a} \sim \vec{b} \) then \( \vec{a} \parallel \vec{b} \).

Proof. We prove the theorem by contradiction. It is supposed that \( \vec{a} \sim \vec{b} \) and either \( \vec{a} \preceq \vec{b} \) or \( \vec{b} \preceq \vec{a} \) holds. Without losing generality, it is supposed that \( \vec{a} \preceq \vec{b} \) holds (the case \( \vec{b} \preceq \vec{a} \) is analogous), hence \( a_i \leq b_i \) for all values of \( i \).

Since \( \vec{a} \neq \vec{b} \), \( k \) components in \( \vec{a} \) and \( \vec{b} \) are such that \( a_i = b_i \), and the remaining \( n - k > 0 \) components are such that \( a_i \neq b_i \). For the \( k \) components where \( \vec{a} \) and \( \vec{b} \) coincide, their contribution to \( \lambda(\vec{a}) \) and \( \lambda(\vec{b}) \) are the same, namely \( \lambda \).

For the \( n - k \) components where \( \vec{a} \) and \( \vec{b} \) differ, \( a_i \in B = \{0, 1\} \) and \( b_i = u \) hold (since \( a_i \leq b_i \)), hence their contribution to \( \lambda(\vec{a}) \) and \( \lambda(\vec{b}) \) are zero and \( n - k \) respectively. Therefore we have that \( \lambda(\vec{a}) = K \) and \( \lambda(\vec{b}) = K + n - k \), i.e., \( \lambda(\vec{a}) < \lambda(\vec{b}) \), which contradicts \( \vec{a} \sim \vec{b} \).

Theorem 2.8 Let \( \vec{a}, \vec{b} \in V^n \) for which \( a_i = b_i \) for all \( i \in \{1, 2, \ldots, n\} \) with the exception of \( i = j \) where \( a_j \in B = \{0, 1\} \) and \( b_j = u \). Then (1) \( \vec{a} \preceq \vec{b} \) and, (2) there is no \( \vec{c} \in V^n, \vec{c} \neq \vec{a} \) and \( \vec{c} \neq \vec{b} \), such that \( \vec{a} \preceq \vec{c} \preceq \vec{b} \).

Proof. (1) For the \( j \)-th component where \( a_j \in B \) and \( b_j = u \), it is clear that \( a_j \preceq b_j \). For all \( i \in \{1, 2, \ldots, n\}, i \neq j \), since \( a_i = b_i \), it is clear that \( a_i \preceq b_i \), hence \( \vec{a} \preceq \vec{b} \).

(2) We prove the second part by contradiction. It is supposed that there is \( \vec{c} \in V^n, \vec{c} \neq \vec{a} \) and \( \vec{c} \neq \vec{b} \), such that \( \vec{a} \preceq \vec{c} \preceq \vec{b} \), that is \( a_i \leq c_i \leq b_i \) for all \( i \in \{1, 2, \ldots, n\} \). But \( a_i = b_i \) for all \( i \in \{1, 2, \ldots, n\}, i \neq j \), therefore \( c_i = a_i = b_i \) for the same values of \( i \). For the \( j \)-th component where \( a_j \in B \) and \( b_j = u \): (a) if \( a_j = 0 \) then \( 0 = a_j \preceq c_j \preceq b_j = u \) and therefore \( c_j = 0 \) or \( c_j = u \), and in both cases we conclude \( \vec{c} = \vec{a} \) or \( \vec{c} = \vec{b} \), which is a contradiction; (b) if \( a_j = 1 \) then \( 1 = a_j \preceq c_j \preceq b_j = u \) and therefore \( c_j = 1 \) or \( c_j = u \), and in both cases we conclude \( \vec{c} = \vec{a} \) or \( \vec{c} = \vec{b} \), which is a contradiction.

Theorem 2.9 If \( \vec{a} \in B^n \) then there is no \( \vec{b} \in V^n, \vec{a} \neq \vec{b} \), such that \( \vec{b} \preceq \vec{a} \).

Proof. We prove the theorem by contradiction. Let \( \vec{a} \in B^n \). It is supposed that there is \( \vec{b} \in V^n, \vec{a} \neq \vec{b} \), such that \( \vec{b} \preceq \vec{a} \), that is, \( b_i \leq a_i \) for all \( i \in \{1, 2, \ldots, n\} \). Since \( \vec{a} \neq \vec{b} \), there is at least one \( j \) such that \( a_j \neq b_j \). For such a \( j \), if \( a_j = 0 \) then \( b_j = 0 \) (since \( b_i \leq a_i \)) which contradicts \( a_j \neq b_j \); if \( a_j = 1 \) then \( b_j = 1 \) (since \( b_i \leq a_i \)) which contradicts \( a_j \neq b_j \).

3 From Binary Logic Functions to Regular Ternary Logic Functions

Let \( \beta : B^n \mapsto B \) be a binary logic function, and let \( \phi : V^n \mapsto V \) be a ternary logic function. It is clear that \( B \subset V \) and \( B^n \subset V^n \). Given \( \beta \), the main problem
consists in finding a function \( \phi \) which satisfies the following two conditions:

\[
\phi(\vec{a}) = \beta(\vec{a}), \quad \text{for all } \vec{a} \in B^n. \tag{8}
\]

\( \phi \) is a regular ternary logic function. \( \tag{9} \)

Condition (8) expresses the way as \( \phi \) is defined over \( B^n \), but it does not say the way as \( \phi \) is defined over \( V^n - B^n \). In Section 4 we show a method to define \( \phi \) over \( V^n - B^n \) such that (9) is satisfied. Now we prove an existence theorem.

**Theorem 3.1** Let \( \beta : B^n \mapsto B \) be a given binary logic function. Then there exists at least one ternary logic function \( \phi : V^n \mapsto V \) which satisfies (8) and (9).

**Proof.** Given \( \beta : B^n \mapsto B \), we prove the theorem finding a trivial \( \phi \) which satisfies (8) and (9). It is defined \( \phi : V^n \mapsto V \) for all \( \vec{a} \in V^n \) as follows:

\[
\phi(\vec{a}) = \begin{cases} 
\beta(\vec{a}), & \text{if } \vec{a} \in B^n, \\
u, & \text{if } \vec{a} \in V^n - B^n.
\end{cases} \tag{10}
\]

The first case in (10) satisfies (8). Now we will prove that (10) satisfies (9). According to (10) for all \( \vec{a} \in B^n \) we have that \( \phi(\vec{a}) = \beta(\vec{a}) \in B \), but according to Theorem 2.9 there is no \( \vec{b} \in V^n, \vec{a} \neq \vec{b} \), such that \( \vec{b} \preceq \vec{a} \), therefore \( \vec{a} \) is the unique by itself which satisfies Condition 2.3 (regularity). According to (10) for all \( \vec{a} \in V^n - B^n \) we have that \( \phi(\vec{a}) = u \not\in B \) and therefore Condition 2.3 (regularity) is true. \( \blacksquare \)

4 Proposed Method

1. Given a binary logic function \( \beta : B^n \mapsto B \) of \( n \) variables \( x_i \in B, i = 1, 2, \ldots, n \), make a truth table of \( 2^n \) rows and \( n+1 \) columns (\( n \) columns for \( x_1, \ldots, x_n \) and 1 column for \( \beta \)). These rows will have the \( 2^n \) combinations of values for \( x_1, \ldots, x_n \) and the corresponding values for \( \beta \) (which are represented as \( \beta_i \in B, i = 0, 1, \ldots, 2^n - 1 \)) as we show in Table 2(a). This step guarantees (3).

2. To the table elaborated in numeral 1, add \( 3^n - 2^n \) new rows. First those \( \binom{n}{1}2^{n-1} \) rows whose combination of values for the variables have only one \( u \), next those \( \binom{n}{2}2^{n-2} \) rows whose combination of values for the variables have two \( u \), and so on. At the end, the table finishes with that \( \binom{n}{n}2^{n-n} = 1 \) row which has \( n \) \( u \) values, as we show in Table 2(b). Each group of rows added previously is separated by a horizontal line which represents the separation between different ambiguity levels \( \lambda \). The ambiguity level is increasing. This step guarantees (4)–(7).
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Table 2: (a) Initial binary logic function $\beta : B^n \mapsto B$ given as a truth table.
(b) Extended ternary logic function(s) $\phi : V^n \mapsto V$ given as a truth table.

<table>
<thead>
<tr>
<th>$x_1$ $x_2$ $\cdots$ $x_n$</th>
<th>$\beta$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$0$ $0$ $\cdots$ $0$</td>
<td>$\beta_0$</td>
</tr>
<tr>
<td>$0$ $0$ $\cdots$ $1$</td>
<td>$\beta_1$</td>
</tr>
<tr>
<td>$\vdots$ $\vdots$ $\cdots$ $\vdots$</td>
<td>$\vdots$</td>
</tr>
<tr>
<td>$1$ $1$ $\cdots$ $1$</td>
<td>$\beta_{2^n-1}$</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$\lambda$ $x_1$ $x_2$ $\cdots$ $x_n$</th>
<th>$\phi$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$0$ $0$ $\cdots$ $0$</td>
<td>$\phi_0 = \beta_0$</td>
</tr>
<tr>
<td>$0$ $0$ $\cdots$ $1$</td>
<td>$\phi_1 = \beta_1$</td>
</tr>
<tr>
<td>$\vdots$ $\vdots$ $\cdots$ $\vdots$</td>
<td>$\vdots$</td>
</tr>
<tr>
<td>$1$ $1$ $\cdots$ $1$</td>
<td>$\phi_{2^n-1} = \beta_{2^n-1}$</td>
</tr>
</tbody>
</table>

3. Set $\phi_i = \beta_i$ for $i = 0, 1, \ldots, 2^n - 1$. This step guarantees (8).

4. For each group with ambiguity level $\lambda = 1, 2, \ldots, n$ do the following:

(a) For the $j$-th considered row in the group with ambiguity level $\lambda$, $j = 1, 2, \ldots, \binom{n}{\lambda} 2^{n-\lambda}$, find those $2\lambda$ rows in the immediately previous group with ambiguity level $\lambda - 1$ by changing one by one each $u$ by 0 and 1 on the $j$-th row. These $2\lambda$ rows are immediately less ambiguous than or equal to the $j$-th row (Theorem 2.8).

(b) For each one of the $2\lambda$ rows found in numeral 4a, find the set of values greater ambiguous than or equal to the respective $\phi$ value of that row. Write this set on a separate column.

(c) The set of values that $\phi$ can take on the $j$-th considered row is the intersection of those sets found in numeral 4b. If $\phi$ can take more than one value, create as many new columns for new $\phi$ functions as possible. For each $\phi$ created, repeat numeral 4.

5 Example

Let us consider the binary logic function of $n = 2$ variables given in Table 3(a). This table has $2^2 = 4$ rows and $2+1 = 3$ columns. Now we create a new table by adding $3^2 - 2^2 = 5$ new rows as we show in Table 3(b). First those $\binom{2}{1} 2^{2-1} = 4$
rows which have one \( u \), and finally that \( \binom{3}{1}2^{2-2} = 1 \) row which has two \( u \). The \( 3^2 = 9 \) rows are divided into 3 groups which are separated by horizontal lines according to their ambiguity levels. The first group is the initial binary logic function.

1. For the group with ambiguity level \( \lambda = 1 \):

   (a) For the row \( j = 1 \) (where \( x = u \) and \( y = 0 \)), we find those \( 2(1) = 2 \) rows less ambiguous than or equal to the row \( j = 1 \) by changing \( x = u \) by \( x = 0 \) and \( x = 1 \). We find rows 1 and 3 with ambiguity level \( \lambda = 0 \) and whose sets of values greater ambiguous than or equal to their respective \( \phi \) values are \( \{0, u\} \) and \( \{0, u\} \). These sets are written on a separate column. The set of values that \( \phi \) can take on the row \( j = 1 \) with ambiguity level \( \lambda = 1 \) is \( \{0, u\} \cap \{0, u\} = \{0, u\} \).

   (b) For the row \( j = 2 \) (where \( x = u \) and \( y = 1 \)), we find those \( 2(1) = 2 \) rows less ambiguous than or equal to the row \( j = 2 \) by changing \( x = u \) by \( x = 0 \) and \( x = 1 \). We find rows 2 and 4 with ambiguity level \( \lambda = 0 \) and whose sets of values greater ambiguous than or equal to their respective \( \phi \) values are \( \{1, u\} \) and \( \{1, u\} \). These sets are written on a separate column. The set of values that \( \phi \) can take on the row \( j = 2 \) with ambiguity level \( \lambda = 1 \) is \( \{1, u\} \cap \{1, u\} = \{1, u\} \).

   (c) For the row \( j = 3 \) (where \( x = 0 \) and \( y = u \)), we find those \( 2(1) = 2 \) rows less ambiguous than or equal to the row \( j = 3 \) by changing \( y = u \) by \( y = 0 \) and \( y = 1 \). We find rows 1 and 2 with ambiguity level \( \lambda = 0 \) and whose sets of values greater ambiguous than or equal to their respective \( \phi \) values are \( \{0, u\} \) and \( \{1, u\} \). These sets are written on a separate column. The set of values that \( \phi \) can take on the row \( j = 3 \) with ambiguity level \( \lambda = 1 \) is \( \{0, u\} \cap \{1, u\} = \{u\} \).
Table 4: Example (continuation). (a) Extension to the ambiguity level $\lambda = 2$. (b) Final regular ternary logic functions

<table>
<thead>
<tr>
<th>Row</th>
<th>$\lambda$</th>
<th>$x$</th>
<th>$y$</th>
<th>$\phi_1$</th>
<th>$\phi_2$</th>
<th>$\phi_3$</th>
<th>$\phi_4$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>4</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Row</th>
<th>$x$</th>
<th>$y$</th>
<th>$\phi_1$</th>
<th>$\phi_2$</th>
<th>$\phi_3$</th>
<th>$\phi_4$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>3</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>4</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

(d) For the row $j = 4$ (where $x = 1$ and $y = u$), we find those $2(1) = 2$ rows less ambiguous than or equal to the row $j = 4$ by changing $y = u$ by $y = 0$ and $y = 1$. We find rows 3 and 4 with ambiguity level $\lambda = 0$ and whose sets of values greater ambiguous than or equal to their respective $\phi$ values are $\{0, u\}$ and $\{1, u\}$. These sets are written on a separate column. The set of values that $\phi$ can take on the row $j = 4$ with ambiguity level $\lambda = 1$ is $\{0, u\} \cap \{1, u\} = \{u\}$.

(e) Since rows $j = 1$ and $j = 2$ with ambiguity level $\lambda = 1$ can take two different values on their respective $\phi$ values, we create four new $\phi$ functions ($\phi_1, \phi_2, \phi_3$ and $\phi_4$) as we show in Table 4(a).

2. For the group with ambiguity level $\lambda = 2$:

(a) For the row $j = 1$ (where $x = u$ and $y = u$), we find those $2(2) = 4$ rows less ambiguous than or equal to the row $j = 1$ by changing $x = u$ or $y = u$ (but not at the same time) by $x = 0$ and $x = 1$ or $y = 0$ and $y = 1$. We find rows 1–4 with ambiguity level $\lambda = 1$ and whose sets of values greater ambiguous than or equal to their respective $\phi$ values are shown in Table 4(a) for each $\phi_i$ ($i = 1, 2, 3, 4$). These sets are written on separate columns. The set of values that $\phi$ can take on the row $j = 1$ with ambiguity level $\lambda = 2$ for each $\phi_i$ ($i = 1, 2, 3, 4$) are $\{0, u\} \cap \{1, u\} \cap \{u\} \cap \{u\} = \{u\}$, $\{u\} \cap \{1, u\} \cap \{u\} \cap \{u\} = \{u\} \cap \{0, u\} \cap \{u\} \cap \{u\} = \{u\}$ and $\{u\} \cap \{u\} \cap \{u\} \cap \{u\} = \{u\}$ respectively.

(b) Therefore, there are four regular ternary logic functions only (Table 4(b)) which are the corresponding extension of the given binary logic function.
The logic formulas (disjunctive normal forms) for $\phi_1$, $\phi_2$, $\phi_3$ and $\phi_4$ obtained by means of the procedure presented by Gehrke et al. [1, pp. 39] are:

$$\phi_1 = y$$
$$\phi_2 = (x \land x' \land y') \lor y$$
$$\phi_3 = (x' \land y) \lor (x \land y)$$
$$\phi_4 = (x' \land y) \lor (x \land y) \lor (x \land x' \land y')$$

According to the theory presented by Gehrke et al. [1], the logic formulas for $\phi_1$, $\phi_2$, $\phi_3$ and $\phi_4$ are valid for fuzzy logic.
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