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Abstract
In this paper we study thermoelasticity and Michell trusses problems by using topological optimization tools. After the modelling of the thermoelasticity problem, we give the topological derivative in both Dirichlet and Neumann conditions. We will finish this work by giving a linking between the trusses Michell and topological optimization. And the last part of this work is devoted to numerical simulations.
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1 Introduction
In this work we consider the system as the following form:

\[
\begin{align*}
-\mu \Delta \bar{u}_\Omega - (\lambda + \mu) \text{grad} \text{ div} \ \bar{u}_\Omega - 3k \text{grad} \theta_\Omega &= \bar{f} \quad \text{in} \ \Omega \\
-\Delta \theta_\Omega &= g \quad \text{in} \ \Omega \\
\frac{\partial \theta_\Omega}{\partial n} &= h \quad \text{on} \ \partial \Omega \\
B \bar{u}_\Omega &= v \quad \text{on} \ \partial \Omega.
\end{align*}
\]
$B$ is a Dirichlet or Neumann operator defined on $\partial \Omega$, $f \in L^2(\Omega, \mathbb{R}^3)$, $g \in L^2(\Omega)$, $v \in L^2(\partial \Omega, \mathbb{R}^3)$ and $h \in L^2(\partial \Omega)$. This system models phenomena of thermoelasticity where the vector $\bar{u}_\Omega = (u_1^\Omega, u_2^\Omega, u_3^\Omega)$ is the deformations vector and $\theta_\Omega$ is the temperature in the domain $\Omega$. For additional details see for instance [4, 6].

In this model of thermoelasticity problem, we are interested by a problem of identification of the topological and geometrical variations of the materials. These effects can generate deformations and even cracks in a domain $\Omega$ under the constraints of the heat and loads.

In this work, we are going to study situations where cracks do not appear. Therefore we suppose that there is a reference (a target $u_0 = (u_1^0, u_2^0, u_3^0)$) for the deformations $\bar{u}_\Omega$ which satisfy a system of PDE. And then we are going to use the tools of topological optimization to do this study. Let us consider the functional $J$ from which we evaluate the asymptotic expansion.

The aim of the topological sensitivity analysis is to obtain an asymptotic expansion of shape functional with respect to the creation of a small hole inside the domain. The principle is the following. One considers a cost function $j(\Omega) = J(\Omega, u_\Omega)$ where $u_\Omega$ is solution to a partial differential equation defined in the domain $\Omega \subset \mathbb{R}^d$, $d = 2$ or $d = 3$, a point $x_0 \in \Omega$ and a fixed domain $B \subset \mathbb{R}^d$, containing the origin. One looks for an asymptotic expansion of $j(\Omega \setminus (x_0 + \epsilon B))$ when $\epsilon$ tends to zeros. In most cases, it reads in the form

$$j(\Omega \setminus (x_0 + \epsilon B)) - j(\Omega) = f(\epsilon)g(x_0) + o(f(\epsilon)).$$

(2)

Here $f(\epsilon)$ is an explicit positive function going to zeros with $\epsilon$ and the function $g$, the topological gradient or topological derivative, is in general not easy to compute. Expression (2) is called the asymptotic analysis. Hence to minimize the criterion $J$, one must to create holes at some points $\bar{x}$ where the topological gradient is lowest. The topological sensitivity analysis was introduced by Schumacher [15], Sokolowski and Zochowski [16] and Masmoudi [7] for the minimization of the compliance in linear elasticity. Actually the topological sensitivity was obtained for various domains. About topological optimization tools we refer the reader to [7, 8, 9, 14].

The paper is organized as follows: in section 2 after presenting the thermoelasticity problem by using topological optimization tools, we give the topological gradient in both Dirichlet and Neumann cases. In Section 3 we are interested by Michell trusses problem by using topological optimization tools. We show that this problem can be reduced to a particular case of topological thermoelasticity problem under some hypotheses. In fact we consider a decomposition of $\bar{f}$ expressed as follows:

$$\bar{f} = \sum_{i,j=1}^{n} \lambda_{i,j} (\delta_{A_i} - \delta_{A_j}) \frac{A_i - A_j}{|A_i - A_j|}$$

(3)

where $\lambda_{i,j}$ are given constants parameters, $A_i$, $i = 1, \ldots, n$ are given points in $\mathbb{R}^3$ and $\delta_{A_i}$ is the Dirac mass concentrated at the point $A_i$. And we transform the Michell trusses problem in an optimization problem. Then the results obtained show that the compliance $C(\Lambda, \Gamma)$ has to be minimal. For another interesting mathematical approach to study trusses Michell, we invite the reader to see the works due to Bouchitte et al [3]. In their study authors used optimal mass transportation theory and calculus of variations to introduce a new approach to give a meaning of trusses Michell problem. To be completed, one can see also the references in [3]. Section 4 is devoted to numerical simulations of the two problems.
2 Study of a thermoelasticity problem

2.1 Presentation of thermo elasticity problem

Let $\Omega$, $\omega$ two regular open and bounded sets of $\mathbb{R}^N$, $N = 2, 3$ and let $x_0 \in \omega \subset \Omega$. $\epsilon$ is a small positive real. Let us defined the hall $\omega_\epsilon = x_0 + \epsilon \omega$ and the perturbed domain $\Omega(\epsilon) = \Omega \setminus \overline{\omega_\epsilon}$. For the theorical study let us suppose $x_0 = 0$. Consider

$$
\begin{cases}
- \mu \Delta \tilde{u}_\Omega - 3k \alpha \nabla \theta_\Omega = f & \text{in } \Omega \\
\text{div}(u_\Omega) = 0 & \text{in } \Omega \\
- \Delta \theta_\Omega = g & \text{in } \Omega \\
\frac{\partial \theta_\Omega}{\partial n} = h & \text{on } \partial \Omega \\
\frac{\partial u_\Omega}{\partial n} = v & \text{on } \partial \Omega.
\end{cases} \quad (4)
$$

In $\Omega(\epsilon) = \Omega \setminus \overline{\omega_\epsilon}$ we have

$$
\begin{cases}
- \mu \Delta \tilde{u}_{\Omega(\epsilon)} - 3k \alpha \nabla \theta_{\Omega(\epsilon)} = f & \text{in } \Omega(\epsilon) \\
\text{div}(u_{\Omega(\epsilon)}) = 0 & \text{in } \Omega(\epsilon) \\
- \Delta \theta_{\Omega(\epsilon)} = g & \text{in } \Omega(\epsilon) \\
\frac{\partial \theta_{\Omega(\epsilon)}}{\partial n} = h & \text{on } \partial \Omega \\
\frac{\partial u_{\Omega(\epsilon)}}{\partial n} = v & \text{on } \partial \Omega \\
\tilde{u}_{\Omega(\epsilon)} = 0 & \text{on } \partial \Omega \\
\frac{\partial \theta_{\Omega(\epsilon)}}{\partial n} = 0 & \text{on } \partial \Omega \\
\theta_{\Omega(\epsilon)} = 0 & \text{on } \partial \Omega \\
\frac{\partial u_{\Omega(\epsilon)}}{\partial n} = 0 & \text{on } \partial \Omega \\
\frac{\partial \theta_{\Omega(\epsilon)}}{\partial n} = 0 & \text{on } \partial \Omega.
\end{cases} \quad (5)
$$

In the following we set $\mu = 1$ without loosing generality. In fact we can divide the first vectorial equation of (4) and (5) by $\mu$. Let us consider the functional $J(\Omega, \tilde{u}_\Omega, \theta_\Omega)$ defined by

$$
J(\Omega, \tilde{u}_\Omega, \theta_\Omega) = \sum_{i=1}^{\beta_i=3} \alpha_i \int_\Omega \left| u_i - u_i^0 \right|^2 dx + \sum_{i=1}^{\beta_i=3} \beta_i \int_\Omega |\nabla u_i|^2 dx + r \int_\Omega |\theta_\Omega - \theta_0|^2 dx + \delta \int_\Omega |\nabla \theta_\Omega|^2 dx
$$

(6)

where $\alpha_i, \beta_i, i = 1, 2, 3$, $r$ and $\delta$ are constants.

For any positive real $\epsilon > 0$ we consider $j(\epsilon) = J(\Omega(\epsilon), \tilde{u}_{\Omega(\epsilon)}, \theta_{\Omega(\epsilon)})$ where $(\tilde{u}_{\Omega(\epsilon)}, \theta_{\Omega(\epsilon)})$ is solution to (5) and $(\tilde{u}_\Omega, \theta_\Omega)$ solution to (4).

The aim of this section is to detimine the asymptotic analysis of functional $j(\epsilon)$ as $\epsilon \to 0$.

Let $v = (\tilde{u}_\Omega, \theta_\Omega)$, then problems (4) and (5) become respectively

$$
\begin{cases}
- \Delta \tilde{v}_\Omega + \mathcal{F}(\tilde{v}_\Omega) = \tilde{F} & \text{in } \Omega \\
\text{div}(\tilde{u}_\Omega) = 0 & \text{in } \Omega \\
\frac{\partial \tilde{v}_\Omega}{\partial n} = \tilde{h} & \text{on } \partial \Omega,
\end{cases} \quad (7)
$$

$$
\begin{cases}
- \Delta \tilde{v}_{\Omega(\epsilon)} + \mathcal{F}(\tilde{v}_{\Omega(\epsilon)}) = \tilde{F} & \text{in } \Omega(\epsilon) \\
\text{div}(\tilde{u}_{\Omega(\epsilon)}) = 0 & \text{in } \Omega(\epsilon) \\
\frac{\partial \tilde{v}_{\Omega(\epsilon)}}{\partial n} = \tilde{h} & \text{on } \partial \Omega \\
\mathcal{B} \tilde{v}_{\Omega(\epsilon)} = 0 & \text{on } \partial \Omega.
\end{cases} \quad (8)
$$
where $\vec{F} = (f, g)$, $\vec{h} = (v, h)$, $B$ is a Dirichlet or Neumann condition on $\partial \omega_\epsilon$ and functional (6) becomes;

$$J(\Omega, u_\Omega, \theta_\Omega) = J(\Omega, \vec{v}_\Omega) = \sum_{i=1}^{4} \alpha_i \int_{\Omega} |v_i - v_i^0|^2 \, dx + \sum_{i} \beta_i \int_{\Omega} |\nabla v_i|^2 \, dx.$$  (9)

The case where $\Omega$ is a bounded connected of $\mathbb{R}^N$, $N = 2, 3$ with smooth boundary and $v$ a scalar function was studied in [2], [7]. The case where the functional $J$ does not depend on the deformation $(u_{i\Omega}, i = 1, 2, 3)$ and on the gradient of the deformation $\nabla u_i^\Omega$ was studied in [6].

In this paper $u_\Omega$ is a vector function and functional $J$ depends on the deformation $u_{i\Omega}, i = 1, 2, 3$ its gradient $\nabla u_i^\Omega$ and the temperature $u_4^\Omega = \theta_\Omega$ and its gradient $\nabla \theta_\Omega$. We use topological optimization tools to study asymptotic analysis of the functional $J$ by using Nazarov and Sokolowski approach [14].

The exterior problem is given by

$$\begin{cases}
-\Delta v_\omega + \mathcal{F}(v_\omega) = \vec{F} & \text{in } \mathbb{R}^3 \setminus \bar{\omega} \\
\text{div}(\vec{v}_\omega) = 0 & \text{in } \mathbb{R}^3 \setminus \bar{\omega} \\
\frac{\partial v_i}{\partial n} = 0 & \text{on } \partial \omega 
\end{cases}$$  (10)

In problems (7),(8) and (10), the function $\mathcal{F}$ is given by

$$\mathcal{F}(v_\Omega) = \begin{pmatrix}
-3k\alpha \frac{\partial \theta}{\partial x_1} \\
-3k\alpha \frac{\partial \theta}{\partial x_2} \\
-3k\alpha \frac{\partial \theta}{\partial x_3} \\
0
\end{pmatrix} = \begin{pmatrix}
-3k\alpha \text{grad}\theta \\
0
\end{pmatrix}.$$  (11)

where

$$\text{grad}\theta = \begin{pmatrix}
\frac{\partial \theta}{\partial x_1} \\
\frac{\partial \theta}{\partial x_2} \\
\frac{\partial \theta}{\partial x_3}
\end{pmatrix}.$$  (12)

Existence and uniqueness of solutions to (8) and (10) are studied in [6].

### 2.2 Case of Dirichlet boundary condition on $\omega_\epsilon$

In this case $u_\Omega$ depends only on the deformations $u_i$, $i = 1, 2, 3$. In this case we take $N = 3$.

Let $P$ the space of polynomials in $x = (x_1, \ldots, x_n)$. Let

$$P(\Omega) = \{ p = (p_1, p_2, p_3) \in P : \frac{\partial p_i}{\partial n} = 0, \, i = 1, 2, 3 \text{ on } \partial \Omega \}$$  (13)

$$P(\omega) = \{ p = (p_1, p_2, p_3) \in P : p_i = 0, \, i = 1, 2, 3 \text{ on } \partial \omega_\epsilon \}$$  (14)
Let \( p \) be a polynomial in \( \mathbb{R}^3 \) with coefficients in \( \mathbb{R}^3 \) satisfying \( \mathcal{L}p = 0 \) where \( \mathcal{L} \) designates the operator to (5) with \( p = (p^1, p^2, p^3) \) and \( p^i \in \mathbb{R} \). Let \( U^1, \ldots, U^N \) a basis of homogeneous polynomials satisfying
\[
U^h(x) = z^{\tau_h} U^h(x), \quad \text{deg}(U^h) = \tau_h, \quad \tau_h \leq \tau_{h+1},
\]
(15)
\[
\sum_{j=1}^{4} U^h_j(\nabla x) U^k_j = \delta_{h,k}.
\]
(16)

In \( \mathbb{R}^3 \) the set of homogeneous polynomials of degree 1 is a linear combination of linear functions in \( x_1, x_2, x_3 \). As we have a Dirichlet condition in the boundary of \( \omega \), we can choose \( U^h, h = 1, \ldots, 3 \) in the following way
\[
U^h(x) = U^h(x_1, x_2, x_3) = x_h e^h, \quad h = 1, 2, 3,
\]
(17)

where \( e^h \) designates the \( h \)-th vector of the canonical basis of \( \mathbb{R}^3 \). In this case \( N = 3 \) see [14].

2.2.1 Topological derivative

In this section we study the asymptotic expansion of functional \( J \).

**Theorem 2.1** Let us suppose that in the functional (6) \( \beta_i = 0, i = 1, 2, 3, \delta = 0 \) ie the functional is not depending of \( \nabla u_\Omega, \nabla \theta_\Omega \) and the Dirichlet conditions are prescribed in \( \partial \omega \). Then functional \( J(\Omega_\epsilon, u_\Omega_\epsilon, \theta_\Omega_\epsilon) \) defined by (6) where \( (u_\Omega_\epsilon, \theta_\Omega_\epsilon) \) is solution to (5) admits the following asymptotic expansion
\[
\left| J(\Omega_\epsilon) - J(\Omega) - \epsilon \int_\Omega \mathcal{G}'_u(x, v(x)) \eta(x) m(x) v(x) dx \right| \leq o(\epsilon^2)
\]
(22)

where \( \eta(x) = (\eta^1(x), \ldots, \eta^4(x)) \) is the Green matrix and \( v = (u_\Omega, \theta_\Omega) \) is solution to problem (4) and \( \mathcal{G}'_u = 2 \sum_{i=1}^{4} (u^i_\Omega - u^i_0) \).
Proof 1 The first and second expansion of solution $u_{\Omega_\epsilon}$ of (5) writes

$$v_{\Omega_\epsilon}^i \sim \mathcal{V}(\epsilon, x) = v^i + \sum_{j=1}^{N} a_j(\epsilon)\eta^j(x)$$  \quad (23)$$

$$u_{\Omega_\epsilon}^i \sim \mathcal{W}(\epsilon, x) = \sum_{j=1}^{N} b_j(\epsilon)\zeta^j(\epsilon^{-1}x)$$  \quad (24)$$

where $v(x) = (v^1, \ldots, v^n)(x)$ is the solution of (7), $\zeta^j$ the solution defined in theorem 2.2 and $\eta^j$ the generalized Green solution.

Injecting (23) in the expression of functional we get

$$J(\Omega_\epsilon) = \sum_{i=1}^{4} \int_{\Omega_\epsilon} \left( v^i + \sum_{j=1}^{4} a_j(\epsilon)\eta^j(x) - u_0^i \right)^2 dx = \sum_{i=1}^{4} \int_{\Omega_\epsilon} \left( v^i - u_0^i + \sum_{j=1}^{4} a_j(\epsilon)\eta^j(x) \right)^2$$  \quad (25)$$

Developing we have directly

$$J(\Omega_\epsilon) = \sum_{i=1}^{4} \int_{\Omega_\epsilon} (v^i(x) - u_0^i)^2 + \left( \sum_{j=1}^{4} a_j(\epsilon)\eta^j(x) \right)^2 + 2(v^i(x) - u_0^i)(\sum_{j=1}^{4} a_j(\epsilon)\eta^j(x))dx$$

$$- \sum_{i=1}^{4} \int_{\Omega_\epsilon} (v^i(x) - u_0^i)^2 + \left( \sum_{j=1}^{4} a_j(\epsilon)\eta^j(x) \right)^2 + 2(v^i(x) - u_0^i)(\sum_{j=1}^{4} a_j(\epsilon)\eta^j(x))dx.$$  \quad (26)$$

Then

$$J(\Omega_\epsilon) - J(\Omega) = \sum_{i=1}^{4} \int_{\Omega} \left( \sum_{j=1}^{4} a_j(\epsilon)\eta^j(x) \right)^2$$

$$+ 2(v^i(x) - u_0^i)(\sum_{j=1}^{4} a_j(\epsilon)\eta^j(x))dx$$

$$- \sum_{i=1}^{4} \int_{\Omega_\epsilon} (v^i(x) - u_0^i)^2 + \left( \sum_{j=1}^{4} a_j(\epsilon)\eta^j(x) \right)^2 + 2(v^i(x) - u_0^i)(\sum_{j=1}^{4} a_j(\epsilon)\eta^j(x))dx.$$  \quad (27)$$

Following the ideias in [10, 11, 12, 14], the coefficients $a(\epsilon)$ and $b(\epsilon)$ can be written in the form:

$$a(\epsilon) = \left\{ I - \epsilon^{n-2}\varepsilon m^\omega \varepsilon m \Omega \right\}^{-1} \epsilon^{n-2}\varepsilon m^\omega \varepsilon c$$  \quad (29)$$
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\[ b(\epsilon) = \left\{ I - \epsilon^{n-2}m^\omega \epsilon m^\Omega \right\}^{-1} \epsilon c \]  

(30)

where \( I \) is the identity matrix and \( m^\omega \), and \( m^\Omega \) are polarization matrices for \( \omega \) and \( \Omega \).

As boundary condition on \( \omega_c \) are different from Neumann condition the matrix \( \epsilon \) is the unit identity matrix and the coefficient \( a(\epsilon) \) can be written as follow

\[ a(\epsilon) = \frac{1}{1 - \epsilon m^\omega m^\Omega \epsilon m^\omega c}. \]  

(31)

Putting the expression (31) in (28) we get

\[ J(\Omega_\epsilon) - J(\Omega) - \epsilon \sum_{i=1}^{4} \int_\Omega 2(v^i(x) - u^i_0)\eta(x)m^\omega v(x)dx = \]

\[ \epsilon^2 \sum_{i=1}^{4} \int_\Omega \left( \sum_{j=1}^{4} \frac{1}{1 - \epsilon m^\omega m^\Omega} m^\omega c \eta^j(x) \right)^2 + \sum_{i=1}^{4} \int_{\omega_\epsilon} (v^i(x) - u^i_0)^2 \]

\[ + \left( \sum_{j=1}^{4} \frac{1}{1 - \epsilon m^\omega m^\Omega} m^\omega c \eta^j(x) \right)^2 + 2(v^i(x) - u^i_0)\left( \sum_{j=1}^{4} \frac{1}{1 - \epsilon m^\omega m^\Omega} m^\omega c \eta^j(x) \right) dx \]  

(32)

Using the fact that functions \( \eta^j \), \( v^j \) are bounded and taking the limit as \( \epsilon \to 0 \) we get directly

\[ \lim_{\epsilon \to 0} \frac{J(\Omega_\epsilon) - J(\Omega)}{\epsilon} = \sum_{i=1}^{4} \int_\Omega 2(v^i(x) - u^i_0)\eta(x)m^\omega v(x)dx. \]  

(33)

2.3 Case of Neumann condition on \( \omega_\epsilon \)

In this case, \( \vec{u}_\epsilon = (u^1_{\epsilon_1}, u^2_{\epsilon_1}, u^3_{\epsilon_1}) \) is solution to (4), \( J(\Omega) \) defined by (6) or (9) does not depend on \( \theta \), ie \( r = \delta = 0 \) and in (5) we have the boundary condition \( \frac{\partial u_\epsilon(x)}{\partial n} = 0 \) on \( \partial \omega_\epsilon \).

Let us consider the following spaces

\[ P_N(\Omega) = \{ p = (p_1, p_2, p_3) \in P, \frac{\partial p_i}{\partial n} = 0 \ \partial \Omega \}, \]

\[ P_N(\omega) = \{ p = (p_1, p_2, p_3) \in P, \frac{\partial p_i}{\partial n} = 0 \ \partial \omega \}, \]

where \( P \) a linear space of homogeneous polynomials. As we have a Neumann condition on \( \partial \omega \) the space \( P(\omega) \) contains constants polynomials. Let us suppose that there exists a polynomial \( p \) such that \( \frac{\partial p}{\partial n} \neq 0 \). Considering the space of linear polynomials on \( x \) in \( \mathbb{R}^3 \) and let \( U^1, \ldots, U^N \) the basis of homogeneous polynomials of degree \( \leq 1 \) and satisfying the following conditions:

\[ U^j(\alpha x) = \alpha^j U^j(x), \sum_{i=1}^{3} U^i_\alpha U^i_\beta = \delta_{\alpha \beta}. \]  

(34)
Let us define the functions $U^{-j}$, $j = 1, \ldots, N$

$$U^{-j}(x) = \sum_{k=1}^{3} U^j_k(-\nabla_x)\Phi^k(x), \quad (35)$$

where $\Phi^k$ designates the rows of the fundamental matrix defined by

$$-\Delta \Phi^k = e^k\delta(x), \ k = 1, 2, 3; \ x \in \mathbb{R}^3, \quad (36)$$

$e^k$, $k = 1, 2, 3$ designates the $k-th$ vector of the canonical basis of $\mathbb{R}^n$. In this case $N = 12$ and we can define the power solutions in the following way

$$U^h(x) = U^h(x_1, x_2, x_3) = x_he^h, \quad (37)$$

$$U^4(x) = \frac{\sqrt{2}}{2}(x_2e^3 + x^3e^2), \ U^5(x) = \frac{\sqrt{2}}{2}(x_3e^1 + x^1e^3), \ U^6 = \frac{\sqrt{2}}{2}(x_1e^2 + x^2e^1), \quad (38)$$

$$U^{6+h}(x) = e^h, \ U^{9+h}(x) = \frac{\sqrt{2}}{2}xe^h. \quad (39)$$

Consider $z^j$ the solution of the homogeneous exterior problem

$$\begin{cases}
-\Delta z^j = 0 \\
\frac{\partial z^j}{\partial n} = -\frac{\partial U^j}{\partial n}.
\end{cases} \quad (40)$$

Then $\zeta^j = U^j + z^j$ is also a solution of the homogeneous problem (73). The solution $z^j$ to problem (40) is uniqueness if we add a constant and is given by potentials theory by

$$z^j = \int_{\partial\omega} \mu(y)\partial_{ny}E(x-y)ds(y) \ \forall x \in \mathbb{R}^3\setminus \bar{\omega}, \quad (41)$$

where $\mu = T\left(-\frac{\partial U^j}{\partial n}\right)$ with $T$ an isomorphism of $H^{1/2}_{00}(\Sigma)' \rightarrow H^{1/2}_{00}(\Sigma)$. For all details see [4].

Using Nazarov’s theory [13, 14], we proof that $z^j$ is given by:

$$z^j(\xi) = \sum_{j=1}^{12} m^{\omega}_{ij}U^{ij}(\xi) = \sum_{j=1}^{12} m^{\omega}_{ij} \sum_{i=1}^{3} U^j_h(-\nabla_h)\Phi^h + \tilde{z}^j(\xi), \quad (42)$$

$\tilde{z}^j(\xi)$ is the remainder of the taylor expansion. Then for function $z^j$ we have

$$z^j(\xi) = \sum_{j=1}^{6} m^{\omega}_{ij} \sum_{i=1}^{3} U^j_h(-\nabla_h)\Phi^h + \tilde{z}^j(\xi). \quad (43)$$

The coefficients $m^{\omega}_{ij}$ is the coefficients of polarization matrix. In the following we characterise the coefficients of such matrix.
2.3.1 Matrice de Polarisation

**Theorem 2.2** The space of solutions to homogeneous problem (10) is a linear combination of functions \( \zeta^j = U^j + z^j, \quad j = 1, \ldots, N \) where \( z^j \) is solution to problem

\[
\begin{align*}
-\Delta z^j &= 0 \quad \text{in } \mathbb{R}^3 \setminus \bar{\omega} \\
\frac{\partial z^j}{\partial n} &= -\frac{\partial U^j}{\partial n} \quad \text{on } \partial \omega.
\end{align*}
\]

Furthermore \( \zeta^j \) writes

\[
\zeta^j = U^j + \sum_{h=1}^{N} m_{jh}^\omega U^{-h}(\xi) + \tilde{\zeta}^j(\xi)
\]

**Proof 2** Let \( z^j, \quad j = 1, \ldots, N \) the solution to (44). Then we have \( \Delta (U^j + z^j) = 0 \) and \( \frac{\partial (U^j + z^j)}{\partial n} = 0 \). Then \( \zeta^j, \quad j = 1, \ldots, N \) is solution to problem

\[
\begin{align*}
-\Delta \zeta^j &= 0 \\
\frac{\partial \zeta^j}{\partial n} &= 0.
\end{align*}
\]

As \( \Delta u \) is a linear operator every combination of \( \zeta^j = U^j + z^j, \quad j = 1, \ldots, N \) is also a solution of (45). Using (43) \( z^j, j = 1, \ldots, N \) takes the form

\[
z^j = \sum_{h=1}^{N} m_{jh}^\omega U^{-h}(\xi) + \tilde{\zeta}^j(\xi).
\]

Then \( \zeta^j \) can be writes in the form

\[
\zeta^j = U^j + \sum_{h=1}^{4} m_{jh}^\omega U^{-h}(\xi) + \tilde{\zeta}^j(\xi).
\]

Multiplying (44) by \( z^k, k = 1, 2, \ldots, N \) and integrating we have

\[
\int_{\mathbb{R}^3 \setminus \bar{\omega}} \nabla \zeta^j \nabla z^k - \int_{\partial \omega} \frac{\partial \zeta^j}{\partial n} z^k = 0.
\]

Using the Green formula in the first term of the last equality we obtain:

\[
-\int_{\mathbb{R}^3 \setminus \bar{\omega}} \Delta z^k \zeta^j + \int_{\partial \omega} \frac{\partial z^k}{\partial n} \zeta^j = 0.
\]

Using also the relations (46) and (47) yields:

\[
-\int_{\mathbb{R}^3 \setminus \bar{\omega}} \Delta (\sum_{h=1}^{N} m_{nh}^\omega U^{-h})(U^j + \sum_{h=1}^{N} m_{jh}^\omega U^{-h}) = -\int_{\partial \omega} \frac{\partial z^k}{\partial n} \zeta^j.
\]
Randomizing term by term we have

\[- \sum_{h=1}^{N} m_{hk}^{\omega} \int_{\mathbb{R}^3 \setminus \omega} \Delta U^{-h} U^j = - \sum_{1 \leq h, l \leq N} m_{hk}^{\omega} m_{lj}^{\omega} \int_{\mathbb{R}^3 \setminus \omega} \Delta U^{-h} U^{-l} = 0 \]

\[\sum_{h=1}^{N} m_{hk}^{\omega} \delta_{hj} = m_{jk}^{\omega} = - \int_{\partial \omega} \frac{\partial z}{\partial n} \zeta^j \]

**Proposition 1** The polarization matrix coefficients are given by

\[m_{jk}^{\omega} = - \int_{\partial \omega} \frac{\partial z}{\partial n} \zeta^j \]

for a Neumann condition in \(\partial \omega\).

We are going to built \(U(\epsilon, x)\) an approximation of solution \(u_\epsilon(x) = (u_1^\epsilon, u_2^\epsilon, u_3^\epsilon)\) of problem (5) in the following way

\[U(\epsilon, x) = u(x) + \epsilon \sum_{j=1}^{6} a_j \{ \zeta_j^{(x)}(\epsilon) - U^j(\epsilon) \} + \epsilon^2 \sum_{i=1}^{6} m_{ij}^{\omega} \eta_0(x) \]  

(49)

The approximation \(U(\epsilon, x)\) defined by \(u^\epsilon(x)\) satisfies

\[\|u^\epsilon(\cdot) - U(\epsilon, \cdot)\|_{H^1(\Omega_\epsilon)} \leq C_\delta \epsilon^\alpha, \alpha > 0 \]

(50)

### 2.3.2 Asymptotic expansion of functionals

We evaluate the variation of the functional (6) with \(r = \delta = 0\) and \(\alpha_i = \beta_i = 1, i = 1, 2, 3\) over the variation of the domain. We use the approximation \(U(\epsilon, x)\) of \(u(\epsilon, x)\) solution to (40). We have

\[J_\epsilon(u_\epsilon) - J(u) = J_\epsilon(u_\epsilon) - J_\epsilon(U^\epsilon) + J_\epsilon(U^\epsilon) - J(u)\]

\[|J_\epsilon(u_\epsilon) - J_\epsilon(U^\epsilon)| = \left| \sum_{i=1}^{3} \int_{\Omega_\epsilon} \left[ (u_i^\epsilon - u_0^i)^2 + |\nabla u_i^\epsilon|^2 - (U_i^\epsilon - u_0^i)^2 - |\nabla U_i^\epsilon|^2 \right] dx \right| \]

\[= \left| \sum_{i=1}^{3} \int_{\Omega_\epsilon} \left[ (u_i^\epsilon - 2u_0^i + U_i^\epsilon)(u_i^\epsilon - U_i^\epsilon) + (|\nabla u_i^\epsilon|^2 - |\nabla U_i^\epsilon|^2) \right] dx \right|. \]

As the inequality (50) is valid and for all \(\epsilon > 0\),

\[|\nabla u_i^\epsilon| \leq C_1, \quad |\nabla U_i^\epsilon| \leq C_2; \]

we obtain directly

\[|J_\epsilon(u_\epsilon) - J_\epsilon(U^\epsilon)| \leq C \epsilon^\delta, \delta > 0 \]

(51)
It remains to evaluate the difference $J_\epsilon(U^\epsilon) - J(u)$.

Evaluating functional $J$ at $U^\epsilon$ yields

$$J_\epsilon(U^\epsilon) = \int_{\Omega^\epsilon} \left[ (U^\epsilon - u_0)^2 + |\nabla U^\epsilon|^2 \right] dx = \int_{\Omega^\epsilon} \left[ (U^\epsilon - u_0)^2 + (\nabla_x u(x) + \pi^+ u \nabla_\epsilon z(\xi) + \epsilon^2 m^\omega \nabla \eta^0(x))^2 \right] dx. \tag{52}$$

Let

$$F(x, u(x), \nabla u(x)) = \sum_{i=1}^n (U_i^\epsilon - u_0)^2 + |\nabla u_i|^2, \tag{53}$$

and $\eta(\xi) + Z(\xi) = \nabla_\epsilon z(\xi) + \epsilon^2 \omega V m^\omega \nabla \eta^0(x)$, the functional $J_\epsilon(U)$ writes

$$J_\epsilon(U) = \int_{\Omega^\epsilon} F(x, U(x), \nabla u(x) + \eta(\xi) + Z(\xi)) dx. \tag{54}$$

Applying lemma (voir [14] in appendix) to the functional $J_\epsilon(U)$ defined by (54), we get

$$J_\epsilon(U^\epsilon) - J_\epsilon(u) = -\epsilon^3 F(0, u(0), \nabla u(0)) \operatorname{mes}(\omega) + \epsilon^n \int_{\mathbb{R}^3 \setminus \omega} 2\nabla u(0) \cdot \nabla z(\xi) d\xi - \epsilon^3 V m^\omega u + o(\epsilon^{3+\delta}). \tag{55}$$

We are now able to give the following theorem which gives us the topological derivative in the Neumann case.

**Theorem 2.3** Let $u_\epsilon$ be the solution of problem (5) and $B^\omega$ is a Neumann condition on $\partial \omega$. Then functional $J_\epsilon(u_\epsilon)$ defined by (6) with $\delta = 0$ and $\alpha_i = \beta_i = 1$, $i = 1, 2, 3$ admits the following asymptotic expansion

$$J_\epsilon(u_\epsilon) = J_0(u) + \epsilon^3 2\pi \left( (u - u_0)^2 + |\nabla u|^2 - \int_{\mathbb{R}^3 \setminus \omega} 2\nabla u \cdot \nabla z(\xi) d\xi \right) - \epsilon^3 V m^\omega \cdot u + o(\epsilon^{3+\delta}) \tag{56}$$

where $u$ is the solution to problem (4) and $V$ solution to the adjoint problem

$$\begin{cases}
-\Delta V = F'(u, x, u(x), \nabla u(x)) - \nabla_x F'_{uv}(u, x, u(x), \nabla u(x)) \text{ in } \Omega \\
\frac{\partial V}{\partial n} = 0 \text{ on } \partial \Omega 
\end{cases} \tag{57}$$

$m^\omega$ is the polarization matrix, $z = (z^1, \ldots, z^3)$ solution to problem (44), $F'(u, x, u(x), \nabla u(x)) = 2(u - u_0)$, and $F'_{uv}(u, x, u(x), \nabla u(x)) = -\Delta u$.

**Proof 3** The proof is essentially based on the asymptotic expansion of the functional; then the relation (56) is gotten directly by (51) and (55).

### 3 Michell trusses problem

Let us begin this section by a presentation of the problem. We ask the reader to see for example the interesting and meaningful full work due to Bouchitte et al [3] and their references. Our aim is to link this problem to shape and topological optimization and we will end our work by numerical simulations.
3.1 Presentation

For the presentation of the Michell trusses problem, we are going to give some elements which can be found in [3] and for more details see this reference and the others therein.

A truss is a finite union of bars \((A_i, A_j)\), \(i \neq j\), \(i, j \in \{1, \ldots, n\}\) subjected to a force \(F = \sum_{i=1}^{n} F_i \delta_{M_i}\) and result of a tension \(\sigma\):

\[
\sigma = \sum_{i,j=1}^{n} \lambda_{ij} \sigma^{[A_i, A_j]},
\]

where \(A_i \in \mathbb{R}^3\), \(i = 1, \ldots, n\) and \(\sigma^{[A_i, A_j]}\) is given by

\[
\sigma^{[A_i, A_j]} = \frac{A_i - A_j}{|A_i - A_j|} \otimes \frac{A_i - A_j}{|A_i - A_j|} \mathcal{H}[A_i - A_j],
\]

\(\delta_{M_i}\) is the Dirac mass at a point \(M_i \in \mathbb{R}^3\). The truss is in equilibrium when

\[
\text{div}\sigma + F = 0.
\]

The problem of Michell trusses is to find all points \(A = (A_i)_{i=1}^{n} \subset \mathbb{R}^n\) and all reals \(\lambda = (\lambda_{ij})_{i,j=1}^{n} \subset \mathbb{R}\), which minimize

\[
C(A, \Lambda) = \sum_{i,j=1}^{n} |\lambda_{ij}| |A_j - A_i|\]

such that

\[
\left\{ \begin{array}{c}
\sigma = \sum_{i,j=1}^{n} \lambda_{ij} \sigma^{[A_i, A_j]} \\
-\text{div}\sigma = F
\end{array} \right. \]

Using the second equation of (61) the problem is equivalent to a decomposition of \(F\) as

\[
F = \sum_{i,j=1}^{n} \lambda_{i,j} (\delta_{A_i} - \delta_{A_j}) \frac{A_i - A_j}{|A_i - A_j|}
\]

with \(C(A, \Lambda)\) minimal.

Let us introduce

\[
\sum_{F} (\tilde{s}) = \{ \sigma \in M(\tilde{s}, S^n \ast S^n) \text{ such that } \sigma = \sum_{i,j=1}^{n} \lambda_{ij} \sigma^{[A_i, A_j]} \text{ and } -\text{div}\sigma = F \}.
\]

Our aim is to see the Michell trusses as a topological optimization problem. For a deformation (displacement) \(u\) for all pair \((A, \Gamma)\) solution to the problem of Michell trusses we have

\[
\int_{\Omega} <F, u> \, dx = \sum_{i,j}^{n} \lambda_{i,j} <u(A_i) - u(A_j); \frac{A_i - A_j}{|A_i - A_j|}> \leq \sum_{i,j}^{n} \lambda_{i,j} |A_i - A_j| \leq \sum_{i,j}^{n} |\lambda_{i,j}| |A_i - A_j| = C(A, \Lambda).
\]
Let us mention that in [3], they showed that
\[
\min \left\{ \int_\Omega |\sigma|, \ \sigma \in \Sigma_F(s) \right\} = \max \left\{ \int_\Omega < F, u >, \ u \in U_1(s) \right\}, \tag{65}
\]
where
\[
U_1(\Omega) = \{ u : \bar{\Omega} \to \mathbb{R}^n, u \in C(\bar{\Omega}) \text{ and } \| u \|_\Omega \leq 1 \}
\]
and
\[
\| u \|_\Omega = \sup \left\{ \frac{|u(x) - u(y); x - y|}{|x - y|^2}, \ \forall x \neq y \ (x, y) \in \Omega^2 \right\}.
\]

To go back to the objective of this section which is to study a type of Michell trusses problem as a topological optimization problem. Let us introduce the classical model in elasticity in the stationary case: this means that \(-\text{div} \sigma = F\) where \(\sigma(u) = \lambda \text{Tr}(\varepsilon(u)) + 2\mu \varepsilon(u)\) with \(\sigma_{ij}(u) = \lambda (\text{div} u) \delta_{ij} + 2\mu \varepsilon_{ij}(u)\) and \(\varepsilon_{ij} = \frac{1}{2}(u_{i,j} + u_{j,i})\) and \(\text{div}(u) = 0\). Finally we have \(-\Delta u_i = F_i\) where \(F = (F_1, F_2, F_3)\) and \(u = (u_1, u_2, u_3)\). Multiplying by \(u_i\) and integrating we get
\[
\int_\Omega \nabla u_i \nabla u_i \, dx - \int_{\partial \Omega} \frac{\partial u_i}{\partial n} u_i \, d\sigma = \int F_i u_i \, dx, \ i = 1, 2, 3.
\]
Taking \(\frac{\partial u_i}{\partial n} = 0\) on \(\partial \Omega\) we have
\[
\int_\Omega \sum_{i=1}^{3} F_i u_i \, dx = \sum_{i=1}^{3} \int |\nabla u_i|^2 \, dx = \int < F, u > \, dx. \tag{66}
\]
Let
\[
J(u, \Omega) = \sum_{i=1}^{3} \int_{\Omega} |\nabla u_i|^2 \tag{67}
\]
under the constraints \(\text{div} \sigma = F\).

**Remark 1**  *In the compressible case the topological derivative for a point \(x \in \Omega\) of the compliance is given by [1, 7, 16, 17]*
\[
g(x_0) = \frac{\pi(\lambda + 2\mu)}{2\mu(\lambda + \mu)} \left\{ 4\mu A e(u) \cdot e(u) + (\lambda - \mu) tr(A e(u)) tr(e(u)) \right\}(x_0) \text{ in } \mathbb{R}^2 \tag{68}
\]
and
\[
g(x_0) = \frac{\pi(\lambda + 2\mu)}{\mu(9\lambda + 14\mu)} \left\{ 20\mu A e(u) \cdot e(u) + (3\lambda - 2\mu) tr(A e(u)) tr(e(u)) \right\}(x_0) \text{ in } \mathbb{R}^3. \tag{69}
\]
where \(\omega = B(0, 1)\).
In the incompressible case ie when \( \text{div } u = 0 \) in \( \Omega \), solving the Michell trusses is therefore to maximize the functional (67) along a set of fields, so using the topology optimization. For mathematical convenience we minimize \( -J(u, \Omega) \) where \( J \) is defined by (67). This reduces to reconsider cases of topological optimization problem related to the thermoelasticity because the functional (67) is a particular case of general functional (6) with \( \alpha_i = 0 \), \( \beta_i = 1 \), \( r = \delta = 0 \) and we consider only the elasticity problem with \( F = (F_i), i = 1, 2, 3 \).

Taking into account that \( \text{div } u = 0 \) in \( \Omega \), then \( u_i \), \( i = 1, 2, 3 \) is solution in \( \Omega \) of the following equation

\[
\begin{aligned}
-\Delta u_i &= F_i \quad i = 1, 2, 3, \quad \Omega \\
\text{div } u &= 0 \quad \text{in } \Omega \\
\frac{\partial u}{\partial n} &= 0 \quad \partial \Omega.
\end{aligned}
\]

(70)

Since \( \Omega_\epsilon \) is defined by \( \Omega_\epsilon = \Omega \setminus \bar{\omega}_\epsilon \), \( u_\epsilon \) is solution to

\[
\begin{aligned}
-\Delta u_\epsilon^i &= F_i(\Omega(\epsilon)) \quad \Omega(\epsilon) \\
\text{div } u_\epsilon^i &= 0 \quad \Omega(\epsilon) \\
\frac{\partial u_\epsilon^i}{\partial \nu} &= 0 \quad \partial \Omega \setminus \partial \omega_\epsilon, \\
\frac{\partial u_\epsilon^i}{\partial n} &= 0 \quad \partial \omega_\epsilon.
\end{aligned}
\]

(71)

and the functional \( J(u_\epsilon) \) is defined by

\[
J(u_\epsilon) = \sum_{i=1}^{n} \int_{\Omega_\epsilon} |\nabla u_\epsilon^i|^2 = \int_{\Omega_\epsilon} <F_\epsilon, u_\epsilon^i>.
\]

(72)

The exterior problem is given by

\[
\begin{aligned}
-\mu\Delta w_i &= F_i \quad \mathbb{R}^3 \setminus \bar{\omega} \\
\text{div } w_i &= 0 \quad \mathbb{R}^3 \setminus \bar{\omega} \\
\frac{\partial w_i}{\partial n} &= 0 \quad \text{ou } w_i = 0 \quad \partial \omega.
\end{aligned}
\]

(73)

We give the following theorem which characterizes the development of the functional. The proof is in the same way than the Theorem 2.3.

**Theorem 3.1** Let \( J(u_\epsilon) \) the functional defined by (72) where \( u_\epsilon = (u_\epsilon^1, \ldots, u_\epsilon^N) \) and \( u_\epsilon^i \) is solution to (73). Then we have the following asymptotic expansion

\[
J_\epsilon(u_\epsilon) = J(u) + 2\pi\epsilon^3 \left( |\nabla u|^3 - \nabla u.\nabla V - u.V \right) + o(\epsilon^{3+\delta}),
\]

(74)

where \( \delta \) is a positive integer and \( u = (u_1, \ldots, u_N) \); \( u_i \) is solution to (70) and \( V \) is solution to the adjoint state

\[
\begin{aligned}
-\Delta V &= -\nabla_x F_{\nabla u}(x, u(x), \nabla u(x)) \quad \Omega \\
\frac{\partial V}{\partial n} &= 0 \quad \partial \Omega.
\end{aligned}
\]

(75)

**Proof 4** The proof of this theorem is similar to the proof of theorem 2.3.
4 Numerical Simulations

4.1 Case of the thermoelasticity problem

In this section we consider

\[ \begin{cases} -\Delta \theta = h \text{ in } \Omega \\
\frac{\partial \theta}{\partial n} = 0 \text{ on } \partial \Omega, \end{cases} \tag{76} \]

where \( h = 10^{-2} \) is a given function and the deformation vector \( u = (u_1, u_2, u_3) \) is solution to

\[ \begin{cases} -\Delta u_i - 3k\alpha \frac{\partial \theta}{\partial x_i} = f_i \text{ in } \Omega \\
\text{div}(u) = 0 \text{ in } \Omega \\
\frac{\partial u_i}{\partial n} = h_i \text{ on } \partial \Omega \end{cases} \tag{77} \]

and \( u_0^i = 2x + y - 2z \) is given.

We consider also the topological derivative of functional (6) defined in theorem 2.3 by

\[-2\pi \left( (u - u_0)^2 + |\nabla u|^2 + \int_{\mathbb{R}^3 \setminus \omega} 2\nabla u.\nabla z(\xi) d\xi \right) - 4\pi V \cdot u, \]

where \( V \) is the adjoint state associated to functional (6).

Let us take \( \Omega = [-1,1] \times [-1,1] \times [-1,1], \alpha = k = 1, f_i = 10^{-2}, h_i = 0, i = 1,2,3. \) Using finite elements methods and Getfem++ we obtain the following numerical simulations for the topological derivative and the temperature \( \theta \) in \( \Omega. \)
Figure 1: Representation of the temperature $\theta$ at the top of this page and representation of the topological derivative at the bottom.
4.2 Case of Michell trusses problem’s

Let us consider a square in $\mathbb{R}^2$ and three points $A_1$, $A_2$ and $A_3$ in the square. Let us consider also a decomposition of $F$ under the form

$$ F = \alpha_1 \delta_{A_1} + \alpha_2 \delta_{A_2} + \alpha_3 \delta_{A_3}. \quad (78) $$

We first give the solution $u = (u_1, \ldots, u_n)$ where $u_i$ is solution to

$$ \begin{cases}
-\Delta u_i = f_i \text{ in } \Omega \\
\text{div}(u) = 0 \text{ in } \Omega \\
\frac{\partial u_i}{\partial n} = 0 \text{ on } \partial \Omega.
\end{cases} \quad (79) $$

Given a load $F$ with finite support, we minimize numerically the functional $J$ where $u$ is solution to (79). Let us consider the square $\Omega = [-1,1] \times [-1,1]$ and a decomposition of $F$ in the form (78). Let us consider two cases:

$$ A_1 = (0,0), \ A_2 = (1/2,1/2), \ A_3 = (1,0) \quad (80) $$

and

$$ B_1 = (-1,-1), \ B_2 = (-1/2,1/2), \ B_3 = (1/2, -1/2). \quad (81) $$

The results obtained for the topological derivative in the case where points defined by (80) and (81) are given in figure 2. The numerical simulations show that $C(\lambda)$ is minimum in the considered points.

These figures show that the topological derivative is smaller at the considered points, i.e., the points where we have the Dirac distributions.

We consider also a decomposition of $F = \sum_{i=1}^5 \alpha_i A_i$ where the points $A_i$ are given by

$$ A_1 = ((-1, -1), \ A_2 = (0, 1/2), \ A_3 = (1, 1), \ A_4 = (0, -1/2) \text{ and } A_5 = (1, -1) \quad (82) $$

and let $\lambda_{ij} = 1$, $1 \leq i, j \leq 5$ and $\lambda_{ij} = \frac{1}{4}$, $i \neq j$. Then we obtain for the topological sensitivity figure 3.

In the case where $\Omega = [-1,1]^3 \subset \mathbb{R}^3$ and $F = \sum_{i=1}^5 \alpha_i \delta_{A_i}$ where the points $A_i \in \mathbb{R}^3$, $i = 1, \ldots, 5$ are given by

$$ A_1 = (0,0,0), \ A_2 = (0,1,0), \ A_3 = (0,0,1), \ A_4 = (0,0,1), \ A_5 = (1,1,1) \quad (83) $$

the topological derivative is given in figure 4.
Figure 2: Representation of the topological derivative with in the top $F = \sum_{i=1}^{3} \alpha_i \delta A_i$ and $F = \sum_{i=1}^{3} \alpha_i \delta B_i$ at the bottom, $\lambda_{ij} = \frac{i}{j}$, $A_i$ given by (80) and $b_i$ given by (81).
Figure 3: Representation of the topological derivative with in the top $F = \sum_{i=1}^{5} \alpha_i \delta_{A_i}$, $\lambda_{ij} = \frac{j}{i}$ and $F = \sum_{i=1}^{5} \alpha_i \delta_{A_i}$, $\lambda_{ij} = 1$ at the bottom, $A_i$ given by (82).
Figure 4: Representation of the topological derivative with $\lambda_{ij} = \frac{j}{i}$ and $F = \sum_{i=1}^{5} \alpha_i \delta A_i$, $A_i$ given by (83).
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