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Abstract
Developing reliable estimates of streamflow prediction are crucial for water resources management and flood forecasting purposes. The objectives of this study are to investigate the potential of support vector machines (SVM) model for streamflow forecasting at ungaged sites, and to compare its performance with other statistical method of multiple linear regression (MLR). Three quantitative standard statistical indices such as mean absolute error (MAE), root mean square error (RMSE) and Nash-Sutcliffe coefficient of efficiency (CE) are employed to validate both models. The performances of both models are assessed by forecasting annual maximum flow series from 88 water level stations in Peninsular Malaysia. Based on these results, it was found that the SVM model outperforms the prediction ability of the traditional MLR model under all of the designated return periods.
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1 Introduction
Many engineering projects require the information regarding the accurate and reliable streamflow prediction model for both short term and long term predictions. These kinds of information are of great important in planning, design and management of hydraulic structures projects such as; dams, spillways, culverts and water resources management such as; allocation of water for different
sectors like agricultural, municipalities and hydropower generation, while ensuring that environmental flows are maintained.

However, historical data, that are needed to estimate these statistics, are often too short and not always available at the site of interest. Moreover, the available data may not be representative of the basin flow because of the changes in the watershed characteristics, such as urbanization. Typically some site characteristics for the ungaged sites are known. Thus, regionalization is carried out to make estimates of flow statistics at ungaged sites using physiographic characteristics. In streamflow modeling and forecasting, it is hypothesized that incorporating the catchment characteristics variables would improve prediction accuracy and model reliability. The variables affecting the streamflow prediction include catchment characteristics (size, slope, shape and storage characteristics of the catchment), storm characteristics (intensity and duration of rainfall events), geomorphologic characteristics (topology, land use patterns, vegetation and soil types that affect the infiltration) and climatic characteristics (temperature, humidity and wind characteristics) (Hosking and Wallis 1997; Jain and Kumar 2007).

In this hydrological forecasting context, regional flood frequency analysis proposed by Hosking and Wallis (1997) is commonly used to construct more reliable flood quantile estimators. However, this approach appears to have a complex computational efforts and a large requirement of input data. Conventionally, regression analysis approaches have been quite extensively used in stream or river flow forecasting. Shu and Ouarda (2008) pointed out that regression methods are frequently used to predict flood quantiles as a function of site physiographical and other site characteristics.

Some previous studies have been discussed on regression based methods in flow forecasting and flood frequency analysis when no historical data available. The regression based methods of flood regionalization as a medium to make estimates of flow prediction for ungaged sites have been discussed by Vogel and Kroll (1990), Tasker et al. (1996) and Pandey and Nguyen (1999). The performances of regression models in estimating the flood quantiles for ungaged sites have been assessed in Pandey and Nguyen (1999) by applying jackknife procedure in simulating the ungaged sites. Several studies also carried out by comparing the ability of regression methods with artificial intelligent (AI) based models such as artificial neural networks (ANN) and adaptive neuro-fuzzy inference system (ANFIS) in predicting hydrologic events at ungaged sites by Kashani et al. (2007), Shu and Ouarda (2008) and Seckin (2011). In overall, the performances showed by ANN model are comparable to ANFIS model and both models demonstrated better performances than regression based models such as multiple linear regression (MLR) and multiple nonlinear regression (MNLR).

Presently, an advanced machine learning technique called support vector machine (SVM) was developed by Vapnik (1995). The SVM method provides an elegant solution to pattern recognition, forecasting and regression problem
and its algorithm is based on the structural risk minimization which minimizes expected error of a learning model and thus reduces the problem of over fitting (Yu et al. 2006). In general, the SVM technique is widely regarded as the state of art classifier but recently, along with the introduction of Vapnik’s insensitive loss function, it has been successfully extended to the domain of nonlinear regression problems. Previous researches indicated that the SVM prediction approaches are comparable to neural networks approaches (Chen and Shih 2006; Huang and Tsai 2009; Wang et al. 2009) and has been proven to be effective in classification in different fields such as civil, electrical and mechanical engineering as well as medical, financial and others (Vapnik 1998).

In the stream flow modeling field, a number of studies applying the SVM method in flood forecasting and appears to be a very promising prediction tool; Yu et al. (2006), Han et al. (2007), Wang et al. (2009) and Li et al. (2010). However, the literature review reveals limited usage of the capabilities of the SVM method in predicting flood quantiles at ungaged sites where flood quantile is expressed as a function of site characteristics.

Therefore, the objectives of the study presented in this paper are to investigate the potential of the SVM model for streamflow forecasting at ungaged sites, and to compare its performance with other traditional method of the MLR. Three quantitative standard statistical indices i.e. mean absolute error (MAE), root mean square error (RMSE) and Nash-Sutcliffe coefficient of efficiency (CE) are employed to validate both models. Brief introduction on regionalization and model development of both methods are also described before discussing the results and making deduction. The performances of both models are assessed by forecasting annual maximum flow series from 88 water level stations in Peninsular Malaysia.

2 Methodology

2.1 Support vector machines

A support vector machine (SVM) is a concept of supervised learning methods that analyze data and recognize patterns, used for classification and regression analysis. The learning system of SVM uses a hypothesis space of linear functions in a high dimensional feature space, trained with a learning algorithm from optimization theory that implements a learning bias derived from statistical learning theory (Cristianini and Taylor 2000). This learning strategy was introduced by Vapnik (1995) as an implementation of structural risk minimization principle.

Consider regression in the set of linear functions

\[ f(x) = w^T x + b \]  

with \( N \) is training data with input values \( x_k \in \mathbb{R}^n \) and output values \( y_k \in \mathbb{R} \).
The optimization problem can then be formulated as the following primal problem

\[
\min J(w, \xi, \xi^*) = \frac{1}{2} w^T w + c \sum_{k=1}^{N} (\xi_k + \xi_k^*)
\]

such that

\[
\begin{align*}
    y_k - w^T x_k - b & \leq \varepsilon + \xi_k \\
    w^T x_k + b - y_k & \leq \varepsilon + \xi_k^* \\
    \xi_k, \xi_k^* & \geq 0
\end{align*}
\]

The constant \( c \) determines the amount up to which deviations from the desired \( \varepsilon \) accuracy are tolerated, with slack variables \( \xi_k, \xi_k^* \) for \( k = 1, ..., N \). The problem then need to be expressed into Lagrangian form to solve the quadratic programming of the dual problem. In dual space, the linear function becomes

\[
f(x) = \sum_{k=1}^{N} (\alpha_k + \alpha_k^*) x_k^T x + b
\]

with \( \sum_{k=1}^{N} (\alpha_k + \alpha_k^*) x_k \) and \( \alpha_k, \alpha_k^* \) are the Lagrange multipliers. To enable the prediction of SVM for a nonlinear case, the following primal weight space model is considered

\[
f(x) = w^T \varphi(x) + b
\]

with \( \varphi(x) : \mathbb{R}^n \to \mathbb{R}^{n_h} \) mapping to a high dimensional feature space. In this case, kernel trick has been applied, such that \( K(x_k, x_l) = \varphi(x_k)^T \varphi(x_l) \) for \( k = 1, ..., N \). Typical examples of the kernel function are as follows:

**Linear**:

\[
K(x_i, x) = x_i^T x
\]

**Multilayer perception kernel**:

\[
K(x_i, x) = \tanh(\gamma x_i^T x + r)
\]

**Polynomial**:

\[
K(x_i, x) = (\gamma x_i^T x + r)^d, \gamma > 0
\]

**Radial basis function (RBF)**:

\[
K(x_i, x) = \exp(-\gamma \| x_i - x \|^2), \gamma > 0
\]

Here \( \gamma, r \) and \( d \) are the kernel parameters. The architecture of a SVM is shown in Figure 1. The dual representation of the nonlinear becomes

\[
f(x) = \sum_{k=1}^{N} (\alpha_k + \alpha_k^*) K(x_k, x_i) + b
\]
The details discussions of SVM can be found in Cristianini and Taylor (2000) and Suykens et al. (2002).

2.2 Multiple Linear Regression

Multiple linear regression attempts to model the relationship between two or more explanatory variables and a response variable by fitting a linear equation to observed data. However, it has to be noted that ‘linear’ does not refer to the straight line (i.e. a straight line when the dependent variable is plotted against the independent variable), but rather to the way in which the regression coefficients occur in the regression equation (Birinci and Akay 2010). Thomas and Benson (1970) presented the relation between the flow statistics and site characteristics as the power-form function

$$Q_T = \alpha_0 A_1^{\alpha_1} A_2^{\alpha_2} ... A_m^{\alpha_m} \varepsilon_0$$

where $\alpha_0, \alpha_1, ..., \alpha_m$ are the model parameters, $A_1, A_2, ..., A_m$ are the site characteristics, $\varepsilon_0$ is the multiplicative error term, $m$ is the number of site characteristics and $Q_T$ represented here as flood quantile of T-year return period. The power-form model can be linearized as follow

$$\ln(Q_T) = \ln(\alpha_0) + \alpha_1 \ln(A_1) + ... + \alpha_m \ln(A_m) + \ln(\varepsilon_0)$$

The parameters then can be estimated by a linear regression technique. In this case, the model parameters are unknown thus have to be determined using observed flow statistics data and regional site characteristics.

3 Experimental Design

3.1 Data sets

In this study, the annual maximum flow series from 88 sites in Peninsular Malaysia were used. The data obtained from Department of Irrigation and Drainage, Ministry of Natural Resources and Environment, Malaysia. The locations of the study area are shown in Figure 2 and the statistics of the catchment area are given in Table 1. The stations include wide variety of catchment areas ranging between 16.3 km$^2$ to 19,000 km$^2$. The lengths of the flow series for different sites vary from 11 - 50 years starting from year 1959 until 2009.

For each flow series, some commonly used probability distributions; including generalized extreme value (gev), generalized pareto (gpa) and generalized logistic (glo) distributions were selected to fit the flow series using L-moments estimator (Hosking, 1990). Using L-moments estimator, the sample L-moments ratios of L-skewness,$t_3$ and L-kurtosis,$t_4$ are calculated for each
site. The determination of a best fitted distribution is obtained through L-moments ratio diagram. Figure 3 illustrates the graph of L-moments ratio diagram which is represented by L-kurtosis, $t_3$ versus L-skewness, $t_4$ for all selected distributions. Based on this graph, the $t_4^{\text{value}}$ for each site is calculated using the following formula

$$t_4^{\text{value}} = (t_4 - t_4^{\text{distr}})^2$$

(13)

where $t_4$ is sample L-kurtosis at $(t_3,t_4)$ and $t_4^{\text{distr}}$ is calculated from each distribution at $(t_3,t_4^{\text{distr}})$ as illustrated in Figure 3. The distribution with smallest $t_4^{\text{value}}$ value among the three will be marked as the best fitted distribution. The best fitted distribution for each site was then used to make estimates of at-site flood quantiles. The flood quantiles estimation was obtained for 10- and 100-year return periods.

### 3.2 Performance criteria

To assess the performance of each regional flood frequency analysis model, the following numerical indices are used: mean absolute error (MAE), root mean square error (RMSE) and Nash-Sutcliffe coefficient of efficiency (CE). The definitions of MAE, RMSE and CE are provided in Eqs. (14) - (16), respectively.

$$MAE = \frac{1}{n} \sum_{i=1}^{n} |Q_{T,i} - \hat{Q}_{T,i}|$$

(14)

$$RMSE = \sqrt{\frac{1}{n} \sum_{i=1}^{n} (Q_{T,i} - \hat{Q}_{T,i})^2}$$

(15)

$$CE = 1 - \frac{\sum_{i=1}^{n} (Q_{T,i} - \hat{Q}_{T,i})^2}{\sum_{i=1}^{n} (Q_{T,i} - \bar{Q}_{T,i})^2}$$

(16)

where $Q_{T,i}$ is the observed flows, $\hat{Q}_{T,i}$ is the predicted flows, $\bar{Q}_{T,i}$ is the mean of the observed flows and $n$ is the number of flow series that have been modeled. The MAE is related with the prediction bias whereas the RMSE is associated with the model error variance. Both of MAE and RMSE evaluate how closely the predictions match the observations by judging the best model based on the relatively small MAE and RMSE values. The coefficient of efficiency (CE) provides an indication of how good a model is at predicting values away from the mean. CE ranges from $-\infty$ in the worst case to +1 for a perfect model.
3.3 SVM and MLR implementations

A multiple linear regression is developed for streamflows forecasting using Eq. (12). The observed flow data are expressed as a function of catchment area (km$^2$) and mean rainfall (mm). For this purpose, the observed flow data are converted into the natural logarithm form i.e. ln. Eq. (12) can be expressed in matrix form as

$$Y = X\beta + e$$

(17)

in which $Y$ is the vector of flood quantile from $n$ sites ($Y = \ln(Q_T)$), $\beta$ is the vector of coefficients ($\beta = \ln(\alpha_0), \alpha_1, \alpha_2$), $X$ is the matrix of the two selected site characteristics ($X = \ln(A_1), \ln(A_2)$) used in this study and $e$ is the matrix of the error ($e = \ln(\varepsilon_0)$). The model then is fitted by regular least squares procedures.

In the training and testing of the SVM model, this study focuses on the use of the radial-basis function (RBF) as it is a reasonable choice of kernel functions with more flexibility and fewer parameters (Hua et al. 2007). The advantage of RBF kernel is that it nonlinearly maps the training data into a possibly infinite dimensional space. This can effectively handle situations when the predictors and predicted are non-linear (Dibike et al. 2001).

4 Results and discussion

The data series are divided into two which are training and testing data. The training data are used in training network to obtain the model parameters while the testing data are used in simulating the ungaged site. For this purpose, a jackknife procedure is implemented. For each run, one site is removed from the data series and model parameters are estimated using the data from the remaining sites. The estimated parameters in turn used to predict quantile for the site being removed from the model development earlier. The process is repeated until all sites are removed at least once. Thus, the total number of developed models becomes equal to the number of sites in the region. Separate models are then developed for 10- and 100-year flood quantiles.

The results of the comparative performances between MLR and SVM obtained from the jackknife procedure are shown in Table 2. The assessments are made based on the MAE, RMSE and CE of the 88 streamflow stations in Peninsular Malaysia. From Table 2, it can be seen that SVM model resulted in small values of the MAE and the RMSE for all selected return periods compared to MLR model. For the CE assessment, SVM model again showed favorable results by producing greater values of CE compared to MLR model for all adopted flood quantiles. In overall, a conclusion can be reached such that SVM model performs better than MLR model in flood series prediction under the designated flood quantiles or return periods.
The observed and predicted flows from the MLR and SVM models are shown in Figure 4 in the form of hydrograph and scatter plot. The graphs shown have been plotted for 100-year return period and exhibited the same trends for another designated return period used in this study, 10-year. These graphs indicate that both of the MLR and SVM models exhibit a close prediction to the corresponding observed streamflow values. However, as seen from the fit line equation and the in the scatter plots, the SVM model is slightly superior to the MLR model under the selected return period of 100-year.

5 Conclusion

An attempt was made in this study to investigate the prediction ability of an artificial intelligent (AI) based method, which is support vector machine (SVM) and to compare its performance with a traditional regression method of multiple linear regression (MLR) in streamflow forecasting at ungaged sites. To illustrate the capability of the SVM model, a total of 88 water level stations located throughout Peninsular Malaysia were chosen as case study, by connecting the flow series with the catchment area and mean rainfall. The catchment areas varied from 16.3 km² to 19,000 km². To cover both of the high and low sides of the flood distribution, the flood quantiles associated with 10- and 100-year return periods were considered. A jackknife procedure is employed to simulate the ungaged site condition. The prediction performances of MLR and SVM models are examined using numerical indices of MAE, RMSE and CE. The overall comparison suggests that the SVM model outperformed the prediction ability of the MLR model under all designated flood quantiles. The results may be attributing to the fact that the SVM model provides a promising alternative technique in flood series forecasting.
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<table>
<thead>
<tr>
<th>Area (km²)</th>
<th>Number of sites</th>
</tr>
</thead>
<tbody>
<tr>
<td>$A &lt; 100$</td>
<td>10</td>
</tr>
<tr>
<td>$100 &lt; A &lt; 500$</td>
<td>41</td>
</tr>
<tr>
<td>$500 &lt; A &lt; 1,000$</td>
<td>11</td>
</tr>
<tr>
<td>$1,000 &lt; A &lt; 5,000$</td>
<td>18</td>
</tr>
<tr>
<td>$5,000 &lt; A &lt; 10,000$</td>
<td>4</td>
</tr>
<tr>
<td>$A &gt; 10,000$</td>
<td>4</td>
</tr>
</tbody>
</table>

Received: January, 2012
Table 2: Comparative performance between models obtained from the jackknife procedure

<table>
<thead>
<tr>
<th>Model</th>
<th>T = 10 years</th>
<th>T = 100 years</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>MAE</td>
<td>RMSE</td>
</tr>
<tr>
<td>MLR</td>
<td>0.5365</td>
<td>7.0409</td>
</tr>
<tr>
<td>SVM</td>
<td>0.4364</td>
<td>5.9408</td>
</tr>
</tbody>
</table>

Figure 1: Architecture of Support Vector Machines

Figure 2: Location of water level stations used in the study
Figure 3: L-moments ratio diagram for gev, glo and gpa distributions

Figure 4: Observed and predicted streamflow by MLR and SVM models of stations in Peninsular Malaysia for 100-year return period