On the Modification of the $p$-RF Method for Inclusion of a Zero of a Function
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Abstract

An improved parameter regula falsi method $p$-RFM1 which is based on the interval parameter regula falsi method $p$-RF is presented in this paper. This method is generally using the midpoint of the current interval in the algorithm of $p$-RFM1 method. It is verified on several number of test examples that the CPU times of the algorithm are lesser than does $p$-RF method.
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1 Introduction

This paper is about finding a zero of a function $f(x)$ of one real variable. The work that had been carried out in [7], [3], [6] and [5] are basically on iterative procedures for finding a zero of a function.

Iteration procedures are often used in making successive approximation where the current calculated value is closer to the actual solution. Besides iterative procedures, the main tool to be used in this paper is interval analysis [3] upon which the very simple idea of enclosing the solution of the function $f$ in an interval. Gargantini [4] and Hansen [2] have shown that the iterative procedures which involve interval computation approach gives better accuracy and also the inclusion of a zero is always guaranteed.

The $p$-RF method which was discussed in [3] where the order of convergence of the method is at least $\frac{1}{2}(p + \sqrt{p^2 + 4})$. In this paper, we will focus on a
modification of p-RF method called p-RFM1 method. The numerical results and the order of convergence of this method will be presented in this paper.

1.1 Convergence Theorem

The following theorem is the basic concept of convergence of a sequence \( \{X^{(k)}\}_{k=0}^{\infty} \) which is generated from an algorithm \( I \).

**Theorem 1.1** Let \( I \) be an iteration procedure with the limit \( x^* \) and let \( \zeta(I,x^*) \) be the set of all sequences generated by \( I \) having the properties that \( \lim_{k \to \infty} x^{(k)} = x^* \) and \( x^* \subseteq x^{(k)} \), \( k \geq 0 \). If there exist a \( p \geq 1 \) and a constant \( \gamma \) such that for all \( \{x^{(k)}\} \in \zeta(I,x^*) \) and for a norm \( \|\cdot\| \) it holds that \( \|x^{(k+1)}\| \leq \gamma \|x^{(k)}\|^p \). Then, it follows that the R-order of convergence of \( I \) satisfies the inequality

\[
O^R(I,x^*) \geq p
\]

or the R-order of convergence of \( I \) is at least \( p \).

**Theorem 1.2** Let the function \( f \) be twice be continuously differentiable in the interval \( X \) and assume that \( f \) has a zero \( \xi \) in \( X \). Let the conditions

\[
f'(x) \in H, \quad x \in X \quad \text{with} \quad 0 \notin H \tag{1}
\]

\[
f''(x) \in K, \quad x \in X \tag{2}
\]

be satisfied. The parameter \( p \) is given as an integer number for which \( p \geq 2 \). Then, the sequence \( \{X^{(k)}\} \) calculated according to algorithm p-RF method satisfies for \( p \geq 2 \):

\[
\xi \in X^{(k)}, \quad k \geq 0
\]

\[
X^{(0)} \supseteq X^{(1)} \supseteq X^{(2)} \supseteq ... \text{ with } \lim_{k \to \infty} X^{(k)} = \xi
\]

and

\[
d(X^{(k+1)}) \leq \gamma d(X^{(k)})^p d(X^{(k-1)}) \quad (\gamma \geq 0)
\]
where \( d(X^{(k+1)}) \), \( d(X^{(k)}) \), and \( d(X^{(k-1)}) \) are the width of the intervals \( X^{(k+1)} \), \( X^{(k)} \) and \( X^{(k-1)} \) respectively. Then the R-order of convergence of p-RF satisfies the inequality

\[
O_R((p - RF), \xi) \geq \frac{1}{2} \left( p + \sqrt{p^2 + 4} \right)
\]  

(3)

The proof of these theorem is available in [3].

2 \text{ p-RFM1 Method}

By using the same hypothesis given in Theorem 1.2, we use the midpoint \( z^{(i-1)} \) \((i = 2, 3, ..., p)\) of the interval \( X^{(k+1,i-2)} \) instead of \( x^{(k)} \) in the algorithm p-RF. This new modification is called p-RFM1 method. The midpoint \( z^{(i)} \) and \( z^{(i-1)} \) are updated for every iteration \( k \). The interval p-RFM1 method is described by:

\[
x^{(0)} = m(X^{(0)}) \quad \text{(midpoint of} \ X^{(0)})
\]

\[
X^{(1)} = \left\{ x^{(0)} - \frac{f(x^{(0)})}{H} \right\} \cap X^{(0)}
\]

For \( k \geq 1 \):

\[
x^{(k)} = m(X^{(k)}) \quad \text{(midpoint of} \ X^{(k)})
\]

\[
X^{(k+1,0)} = \left\{ x^{(k)} - \frac{f(x^{(k)})}{H} \right\} \cap X^{(k)}
\]

\[
X^{(k+1,1)} = \left\{ \begin{array}{l}
\frac{1}{2} K \left( X^{(k+1,0)} - x^{(k)} \right) \cdot \left( X^{(k+1,0)} - x^{(k-1)} \right) \bigg] \right\} \cap X^{(k+1,0)} \\
\text{if } f(x^{(k)}) \neq 0 \\
X^{(k+1,0)} \text{ otherwise.}
\end{array} \right.
\]

for \( i = 2, ..., p \).

\[
z^{(i)} = m(X^{(k+1,i-1)}) , \quad z^{(i-1)} = m(X^{(k+1,i-2)})
\]
Theorem 2.1 Let the function $f$ be twice continuously differentiable in the interval $X$ and assume that $f$ has a zero $\xi$ in $X$. Let the conditions (1) and (2) be satisfied. The parameter $p$ is an integer number for which $p \geq 2$. Then, the sequence $\{X^{(k)}\}$ generated from $p$-RFM1 satisfies:

$$\xi \in X^{(k)}, \quad k \geq 0$$

$$X^{(0)} \supset X^{(1)} \supset X^{(2)} \supset \ldots \quad \text{with } \lim_{k \to \infty} X^{(k)} = \xi$$

and for $\gamma \geq 0$

$$d \left( X^{(k+1)} \right) \leq \gamma d \left( X^{(k)} \right) \left( 2^{p-1} \right) d \left( X^{(k-1)} \right). \quad (4)$$

Then the $R$-order of convergence of $p$-RFM1 satisfies the inequality,

$$O_R \left( (p - \text{RFM1}) , \xi \right) \geq \frac{1}{2} \left( (2p - 1) + \sqrt{(2p - 1)^2 + 4} \right). \quad (5)$$

3 Algorithm $p$-RFM1

Given that: $X^{(0)} = \left[ x_1^{(0)}, x_2^{(0)} \right]; \xi \in X^{(0)}; \epsilon = 10^{-15}; d \left( X^{(k+1)} \right) = \left| x_2^{(k+1)} - x_1^{(k+1)} \right|$ with conditions (1) and (2).

Step 1: Set $k = 0, i = 2$

Step 2: $x^{(k)} = m \left( X^{(k)} \right)$ (midpoint of $X^{(k)}$)

Step 3: $X^{(k+1)} = \left\{ x^{(k)} - \frac{f \left( x^{(k)} \right)}{H} \right\} \cap X^{(k)}$
Step 4: $k := k + 1$
Step 5: $x^{(k)} = m(X^{(k)})$
Step 6: $X^{(k+1,i-2)} = \left\{ x^{(k)} - \frac{f(x^{(k)})}{H} \right\} \cap X^{(k)}$
Step 7: Compute
\[
X^{(k+1,i-1)} = \left\{ x^{(k)} - \frac{x^{(k)} - x^{(k-1)}}{f(x^{(k)})} \left[ f(x^{(k)}) + \frac{1}{2} K (X^{(k+1,i-2)} - x^{(k)}) (X^{(k+1,i-2)} - x^{(k-1)}) \right] \right\} \cap X^{(k+1,i-2)}
\]
if $f(x^{(k)}) \neq 0$. Otherwise, $X^{(k+1,i-1)} = X^{(k+1,i-2)}$
Step 8: $z^{(i)} = m(X^{(k+1,i-1)})$ and $z^{(i-1)} = m(X^{(k+1,i-2)})$
Step 9: Compute
\[
X^{(k+1,i)} = \left\{ z^{(i)} - \frac{z^{(i)} - z^{(i-1)}}{f(z^{(i)})} \left[ f(z^{(i)}) + \frac{1}{2} K (X^{(k+1,i-1)} - z^{(i)}) (X^{(k+1,i-1)} - z^{(i-1)}) \right] \right\} \cap X^{(k+1,i-1)}
\]
if $f(z^{(i)}) \neq 0$. Otherwise, $X^{(k+1,i)} = X^{(k+1,i-1)}$
Step 10: If $d(X^{(k+1,i)}) < \epsilon$, go to 14
Step 11: If $i < p$ then $i := i + 1$ and go to 8
Step 12: $X^{(k+1)} = X^{(k+1,p)}$
Step 13: If the width of the interval $X^{(k+1)}$ greater than $\epsilon$, that is $d(X^{(k+1)}) > \epsilon$, then go to 4
Step 14: Stop.

4 Numerical Results

We present complete numerical results using two test examples where the stopping criterion is $d(X^{(k+1)}) < 10^{-15}$ and $p = 5$. The following results are obtained by using Matlab R2007a [1] in associate with Intlab [8].

Example 4.1

The function $f(x) = (x - 1)(x^4 + 1)$ has a zero $\xi = 1$ in $X^{(0)} = [0.2, 2.0]$. The results obtained by using $p$-RF method and $p$-RFM1 method are presented in Table 1 and Table 2 respectively. For $p$-RF method, the CPU time taken is 0.0312500 second and ends at iteration $k = 3, i = 5$ compared to $p$-RFM1 method where the CPU time taken is 0.01562500 second and ends at iteration $k = 2, i = 2$. 

Example 4.2
The function \( f(x) = x(x^9 - 1) - 1 \) has zero \( \xi \approx 1.07576 \ldots \) in \( X^{(0)} = [0.1, 2.15] \). The results obtained by using \( p\)-RF method and \( p\)-RFM1 method are presented in Table 3 and Table 4 respectively. The CPU time of \( p\)-RF method is 0.03125 second and ends at iteration \( k = 3, i = 5 \). While the CPU
time of \textit{p}-RFM1 method is 0.015625 second and ends at iteration $k = 2, i = 2$.

\begin{table}[h]
\centering
\begin{tabular}{|c|c|c|c|}
\hline
$k$ & $i$ & $X^{(k+1,i)}$ & $d \left( X^{(k+1,i)} \right)$ \\
\hline
0 & 0 & 1.00029766383684, 1.12207347842121 & 0.121775814584360 \\
1 & 0 & 1.06183800081867, 1.0898632512707 & 0.02714832403888 \\
 & 1 & 1.07286786740548, 1.0898632512707 & 0.016118457721578 \\
 & 2 & 1.07286786740548, 1.0898632512707 & 0.016118457721578 \\
 & 3 & 1.07286786740548, 1.0898632512707 & 0.016118457721578 \\
 & 4 & 1.07286786740548, 1.0898632512707 & 0.016118457721578 \\
 & 5 & 1.07286786740548, 1.0898632512707 & 0.016118457721578 \\
\hline
2 & 0 & 1.07286786740548, 1.08067519964994 & 0.00780732244443 \\
 & 1 & 1.07543570827449, 1.08067519964994 & 0.005239491375439 \\
 & 2 & 1.07543570827449, 1.07669506897587 & 0.001259360701370 \\
 & 3 & 1.07556002323090, 1.07598559639626 & 4.255731653519668e-4 \\
 & 4 & 1.07569584953018, 1.075836586868433 & 1.407371541206626e-4 \\
 & 5 & 1.07574338687893, 1.07578875214866 & 4.536526972076516e-4 \\
\hline
3 & 0 & 1.07576606254727, 1.07576606935031 & 6.803029695134910e-9 \\
 & 1 & 1.07576606394863, 1.07576606616207 & 2.21342110641646e-9 \\
 & 2 & 1.07576606608683, 1.07576606608684 & 2.22044049250313e-16 \\
 & 3 & 1.07576606608683, 1.07576606608684 & 2.22044049250313e-16 \\
 & 4 & 1.07576606608683, 1.07576606608684 & 2.22044049250313e-16 \\
 & 5 & 1.07576606608683, 1.07576606608684 & 2.22044049250313e-16 \\
\hline
\end{tabular}
\caption{The results of \textit{p}-RF method with Example 4.2}
\end{table}

\begin{table}[h]
\centering
\begin{tabular}{|c|c|c|c|}
\hline
$k$ & $i$ & $X^{(k+1,i)}$ & $d \left( X^{(k+1,i)} \right)$ \\
\hline
0 & 0 & 1.00029766383684, 1.12207347842121 & 0.121775814584360 \\
1 & 0 & 1.06183800081867, 1.0898632512707 & 0.02714832403888 \\
 & 1 & 1.07286786740548, 1.0898632512707 & 0.016118457721578 \\
 & 2 & 1.07286786740548, 1.0898632512707 & 0.016118457721578 \\
 & 3 & 1.07286786740548, 1.0898632512707 & 0.016118457721578 \\
 & 4 & 1.07286786740548, 1.0898632512707 & 0.016118457721578 \\
 & 5 & 1.07286786740548, 1.0898632512707 & 0.016118457721578 \\
\hline
2 & 0 & 1.07576606601504, 1.07576606615303 & 1.379751868313406e-10 \\
 & 1 & 1.07576606601504, 1.07576606615303 & 8.51854142780439e-11 \\
 & 2 & 1.07576606601504, 1.07576606615303 & 2.22044049250313e-16 \\
\hline
\end{tabular}
\caption{The results of \textit{p}-RFM1 method with Example 4.2}
\end{table}
5 Conclusion

From Table 1 - Table 4, the numerical results clearly show that the $p$-RFM1 procedure gives better results in terms of processing time and the width of the last interval that satisfies the stopping criterion. Furthermore, the computation of $p$-RFM1 method is terminated earlier than does the computation of $p$-RF method whenever the stopping criterion is satisfied. In fact, the $R$-order of convergence of $p$-RFM1 is at least

$$\frac{1}{2} \left( (2p - 1) + \sqrt{(2p - 1)^2 + 4} \right) ; p \geq 2$$

On the other hand, the $R$-order of convergence of $p$-RF method [3] is at least

$$\frac{1}{2} \left( p + \sqrt{p^2 + 4} \right) ; p \geq 2.$$

where

$$O_R((p - \text{RFM1}) , \xi) > O_R((p - \text{RF}) , \xi) ; p \geq 2.$$
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