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Abstract
This article contains order level inventory models for deteriorating items with quadratic demand. The finite production rate is proportional to the demand rate and the deterioration is time proportional. The unit production cost is inversely proportional to the demand rate. We have investigated inventory-production system where the deteriorating items follow two parameters Weibull deterioration. The objective of the model is to develop an optimal policy that minimizes the total average cost. Numerical examples are used to illustrate the two developed models. Sensitivity analysis of the optimal solution with respect to major parameters is carried out.
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1 Introduction

An important problem confronting a supply manager in any modern organization is the control and maintenance of inventories of deteriorating items. Deterioration is defined as change, damage, decay, spoilage, obsolescence, pilferage, loss of utility or loss of marginal value of goods that results in decrease of the usefulness of the original one. Maximum items deteriorate over time. The rate of deterioration is very small in some items like hardware, glassware, toys and steel that there is little need for considering deterioration in the determination of the economic lot size. Some items such as fish, medicine, vegetables, blood, gasoline, alcohol, radioactive chemicals and food grains like wheat, potato, onion etc. have finite shelf life and deteriorate rapidly over time. The effect of deterioration of physical goods can not be disregarded in many inventory systems.

Wagner and Whitin [8] considered an inventory model for fashionable products deteriorating at the end of a prescribed storage period. Ghare and Schrader [20] developed an economic order quantity (EOQ) model with an exponential decaying inventory in modified form. This model was extended by Covert and Philip [22] by considering Weibull distribution deterioration. A complete note on inventory literature for deteriorating inventory models was given by Goyal and Giri [25] and Raafat [5]. The constant rate of deterioration is assumed in most researches for deteriorating inventory. But, the Weibull deterioration is used to show the product in stock deteriorates with time. Wee [9] developed a deterministic inventory model with quantity discount, pricing and partial backordering when the product in stock deteriorates with time. Misra [21] adopted a two-parameter Weibull distribution deterioration to develop an inventory model with finite rate of replenishment. Fitting empirical data in mathematical distribution shows the way to many researchers to use the Weibull distribution to model the deterioration rate. The items in which the deterioration rate follows the Weibull distribution are roasted ground coffee, corn seed, frozen foods, pasteurized milk, refrigerated meats and ice creams. While discussing the fitting empirical data to mathematical distribution, Berrotoni [13] noticed that the leakage failure of dry batteries and life expectancy of ethical drugs could be expressed in terms of Weibull distribution. In both the cases, the deterioration rate increased with age or the longer the items remained unused and the failure rate was high. Beside these items, reservoir systems are subject to deteriorate in the form of evaporation. Papachristos and Skouri [28] reconsidered the work of Wee [9] and assumed a model where the demand rate is a convex decreasing function of the selling price and the backlogging rate is a time-dependent function. Philip[6] developed a generalized EOQ model with a three-parameter Weibull distribution to represent the time of deterioration. Some researchers (Wu and Lee[14]; Mondal
et al. [2]; Chen and Lin [12]; Ghosh and Chaudhuri[23]; Mahapatra and Maiti[19]) extended the models for deterioration which follows Weibull distribution.

In recent years, many researchers have given considerable attention towards the situation where the demand rate is dependent on the level of the on-hand inventory. The assumption of constant demand rate is not always applicable to many inventory items such as fashionable clothes, electronic equipments, tasty foods etc. as they are fluctuated in the demand rate. Donaldson [32] derived an analytical solution to problems for obtaining the optimal number of replenishments and the optimal replenishment times of an EOQ model with a linearly time-dependent demand pattern over a finite time horizon. Demand of a product may vary with time or price or ever with the instantaneous level of inventory displayed in a retail shop. With the progress of time, researchers developed inventory models with deteriorating items and time-dependent demand rates. In this area, the work done by various authors (Silver[3], Ritchie[4], Deb and Chaudhuri[17], Goel and Aggarwal[31], Hargia and Benkherouf[16] and Jalan et al.[1]). Goyal et al.[26] suggested a new replenishment policy in which shortages are permitted in every cycle. Inventory models for deteriorating items with linearly trended demand and no-shortage were considered by Dave and Patel [30], Bahari-Kashani [7], Chung and Ting [15] etc. Demands for spare parts of new aeroplanes, computer chips of advanced computer machines etc. increased widely while the demands for spare parts of the obsolete aircrafts, computers chips etc. decreased very rapidly with time. Some researchers represented this type of demand as an exponentially increasing/decreasing function of time. An exponential rate of change is very high and indeed in doubt that whether the real market demand of any product, it undergoes a rate of change, which is very high as an exponential rate. So the case of quadratic demand is considered. The quadratic demand technique is applied to control the problem in order to determine the optimal production policy. Deb and Chaudhuri [18] introduced the concept of inventory shortage to the model of Donaldson [32]. They developed a heuristic along the lines of Silver[3] and found the conclusion that the calculation of the shortage cost was erroneous. This error was corrected by Goyal[24], Murdeshwar[29] and they tried to modify the model of Donaldson[32] by considering shortages. Goyal [24], Murdeshwar [29] also used the incorrect cost-expression, which was derived by Deb and Chaudhuri [18]. An order level inventory model for deteriorating items with time-dependent deterioration rate, unit production cost and shortages developed by Manna and Chaudhuri[27]. They considered a linear trend in demand and assumed that the finite production rate is proportional to the time-dependent demand rate and the deterioration is time proportional. Wee and Law[10,11] developed a deterministic inventory model for deteriorating items with price-dependent demand rate, finite production rate and time varying deterioration rate taking into account the time value of money over a fixed time horizon.

In this paper, we have discussed an economic order quantity model with the following considerations:

a) The deterministic demand rate is time dependent with quadratic demand.

b) The unit production cost is inversely proportional to the time dependent demand rate.
The production rate is finite.

Deterioration rate is time proportional which is two parameters Weibull distribution deterioration.

The paper constitutes of two models. The model allowing no shortage is solved in the first part of this paper. Further, the case of inventory shortage is discussed. Numerical examples are used to illustrate the solution procedure and the developed models. Sensitivity analysis is carried out to identify the most sensitive parameters in the system.

2 Model-I: deterministic model without shortage

A deterministic order-level inventory model with a finite rate of replenishment is developed with the following assumptions and notations:

a) The demand rate is assumed to be \( R = f(t) = a + bt + ct^2 \) at any time \( t \geq 0, a > 0, b > 0, c > 0 \). Here \( a \) is the initial rate of demand, \( b \) is the rate with which the demand rate increases and \( c \) is the rate of change at which the demand rate itself increases.

b) The production rate, say \( K = rf(t) \), where \( r > 1 \).

c) A variable fraction \( \theta(t) \) of the on-hand inventory deteriorates per unit of time where \( \theta(t) = \alpha \beta t^{\beta-1}, 0 < \alpha \ll 1 \) and \( \beta \geq 1, t \geq 0 \).

d) The lead-time is zero.

e) \( c_1 \) is the constant holding cost per unit item per unit of time.

f) \( c_2 \) is the shortage cost which is infinite, i.e. shortages in inventory are not allowed.

g) \( c_3 \) is the constant deterioration cost per unit per unit of time.

h) \( C \) is the total average cost for the production cycle and \( S \) is the stock level reached in the cycle.

The unit production cost \( v \) is inversely related to the demand rate as \( v = \alpha_1 R^{\gamma} \), where \( \alpha_1 > 0, \gamma > 0 \) and \( \gamma = 1, \gamma \neq 2 \). \( \alpha_1 \) is positive as \( v \) and \( R \) are both non-negative; also higher demands result in lower unit costs of production. Therefore, \( v \) and \( R \) are inversely related and \( \gamma \) must be positive. So

\[
\frac{dv}{dR} = -\alpha_1 \gamma R^{\gamma-1} < 0 \quad \text{and} \quad \frac{d^2v}{dR^2} = \alpha_1 \gamma (\gamma + 1) R^{\gamma-2} > 0.
\]

Therefore marginal unit cost of production is an increasing function of \( R \). Thus these results imply that, as the demand rate increases at an increasing rate, the unit cost of production decreases. For this reason, the manufacturer is encouraged to produce more as the demand for the item increases. The necessity of the restriction \( \gamma = 1, \gamma \neq 2 \) arises from the nature of solution of problem.

The stock level is initially zero. Production begins just after \( t = 0 \), continues up to \( t = t_1 \) and stops as soon as the stock level becomes \( S \). Then the inventory level decreases both due to demand and deterioration, till it becomes zero at \( t = t_2 \). Then the cycle repeats itself. The intensity of deterioration is very low
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initially but it increases with time. However, it remains bounded for \( t \gg 1 \) since \( 0 < \alpha << 1 \). Let \( Q(t) \) be the inventory level of the system at any time \( t(0 \leq t \leq t_2) \). The instantaneous state of the inventory level \( Q(t) \) in the interval \([0, t_2]\) is governed by the differential equations,

\[
\frac{dQ(t)}{dt} + \theta(t)Q(t) = K - f(t), \quad 0 \leq t \leq t_1
\]

\[
\frac{dQ(t)}{dt} + \theta(t)Q(t) = -f(t), \quad t_1 \leq t \leq t_2
\]

where \( \theta(t) = \alpha \beta t^{\beta-1} \) and \( f(t) = a + bt + ct^2 \). Using the values of \( \theta(t) \) and \( f(t) \), equation (1) and (2) become respectively

\[
\frac{dQ(t)}{dt} + \alpha \beta t^{\beta-1}Q(t) = (r-1)(a + bt + ct^2), \quad 0 \leq t \leq t_1
\]

with the conditions \( Q(0) = 0 \) and \( Q(t_1) = S \) and

\[
\frac{dQ(t)}{dt} + \alpha \beta t^{\beta-1}Q(t) = -(a + bt + ct^2), \quad t_1 \leq t \leq t_2
\]

with the conditions \( Q(t_1) = S \) and \( Q(t_2) = 0 \). The solution of (3) using the condition \( Q(0) = 0 \) is

\[
Q(t) = (r-1) \left[ a \left( t - \alpha\beta^{1+\beta} + \frac{\alpha\beta^{1+\beta}}{1+\beta} \right) + b \left( t^2 - \alpha\beta^{2+\beta} + \frac{\alpha\beta^{2+\beta}}{2+\beta} \right) \right], \quad 0 \leq t \leq t_1
\]

neglecting powers of \( \alpha \) higher than 1. This approximation is followed throughout the subsequent calculations. The solution of (4) using the condition \( Q(t_1) = S \) is

\[
Q(t) = S \left[ 1 + \alpha \left( t^\beta - t^{\beta-1} \right) \right] + a \left[ (t_1 - t) + \frac{\alpha}{1+\beta} \left( t_1^{1+\beta} - t_1^{1+\beta} \right) + \alpha \left( t^{1+\beta} - t_1 t^{\beta} \right) \right]
\]

\[
+ b \left[ \frac{t_1^2 - t^2}{2} + \alpha \frac{t_1^{2+\beta} - t^{2+\beta}}{2+\beta} + \frac{\alpha}{2} \left( t^{2+\beta} - t_1^2 t^{\beta} \right) \right]
\]

\[
+ c \left[ \frac{t_1^3 - t^3}{3} + \alpha \frac{t_1^{3+\beta} - t^{3+\beta}}{3+\beta} + \frac{\alpha}{3} \left( t^{3+\beta} - t_1^3 t^{\beta} \right) \right]
\]

\[ t_1 \leq t \leq t_2 \]

As \( Q(t_2) = 0 \), equation (6), yields

\[
S \left[ 1 + \alpha t_1^{\beta} - t_2^{\beta} \right] = a \left[ (t_2 - t_1) + \frac{\alpha}{1+\beta} \left( t_2^{1+\beta} - t_1^{1+\beta} \right) + \alpha \left( t^{1+\beta} - t_1 t^{\beta} \right) \right]
\]

\[
+ b \left[ \frac{t_2^2 - t_1^2}{2} + \alpha \frac{t_2^{2+\beta} - t_1^{2+\beta}}{2+\beta} + \frac{\alpha}{2} \left( t_1^{2+\beta} - t_2^2 t^{\beta} \right) \right]
\]

\[
+ c \left[ \frac{t_2^3 - t_1^3}{3} + \alpha \frac{t_2^{3+\beta} - t_1^{3+\beta}}{3+\beta} + \frac{\alpha}{3} \left( t_1^{3+\beta} - t_2^3 t^{\beta} \right) \right]
\]
For a first-order approximation over \( \alpha \), this relation gives

\[
S = a\left[ (t_2 - t_1) + \frac{\alpha}{1 + \beta} (t_2^{1+\beta} - t_1^{1+\beta}) - \alpha(t_2 t_1^{\beta} - t_1^{1+\beta}) \right] 
+ b\left[ \frac{t_2^2}{2} - \frac{t_1^2}{2} \right] + \frac{\alpha}{2 + \beta} (t_2^{2+\beta} - t_1^{2+\beta}) - \frac{\alpha}{2} (t_2 t_1^{\beta} - t_1^{2+\beta}) \right] 
+ c\left[ \frac{t_2^3}{3} - \frac{t_1^3}{3} \right] + \frac{\alpha}{3 + \beta} (t_2^{3+\beta} - t_1^{3+\beta}) - \frac{\alpha}{3} (t_2 t_1^{\beta} - t_1^{3+\beta}) \right].
\]

Therefore,

\[
(r-1) \left[ a\left( t - \alpha t^{1+\beta} + \frac{\alpha t^{1+\beta}}{1 + \beta} \right) + b\left( \frac{t^2}{2} - \frac{\alpha t^{2+\beta}}{2} + \frac{\alpha t^{2+\beta}}{2 + \beta} \right) 
+ c\left( \frac{t^3}{3} - \frac{\alpha t^{3+\beta}}{3} + \frac{\alpha t^{3+\beta}}{3 + \beta} \right) \right] \quad \text{if } 0 \leq t \leq t_1
\]

\[
Q(t) = [1 + \alpha(t_1^{\beta} - t^\beta)] + a\left[ (t_1 - t) + \frac{\alpha}{1 + \beta} (t_1^{1+\beta} - t^{1+\beta}) + \alpha(t_1^{\beta} - t_1^t) \right] 
+ b\left[ \frac{t_1^2}{2} - \frac{t^2}{2} \right] + \frac{\alpha}{2 + \beta} (t_1^{2+\beta} - t^{2+\beta}) + \frac{\alpha}{2} (t_1^{2+\beta} - t_1^{2+\beta}) \right] 
+ c\left[ \frac{t_1^3}{3} - \frac{t^3}{3} \right] + \frac{\alpha}{3 + \beta} (t_1^{3+\beta} - t^{3+\beta}) + \frac{\alpha}{3} (t_1^{3+\beta} - t_1^{3+\beta}) \right] \quad \text{if } t_1 \leq t \leq t_2.
\]

The total inventory in the cycle is

\[
\int_0^t Q(t) dt = a\left[ \frac{t_1^2}{2} + t_2^2 - t_1 t_2 + \frac{\alpha}{1(1 + \beta)} (t_2^{1+\beta} - t_1^{1+\beta}) \right] 
+ \frac{\alpha t_2^{2+\beta}}{2(2 + \beta)} - \frac{\alpha t_2^{2+\beta}}{1(1 + \beta)(2 + \beta)} - \frac{\alpha t_2^{2+\beta}}{(2 + \beta)(3 + \beta)} 
+ b\left[ \frac{r t_1^3}{6} + t_2^3 - \frac{t_1^2}{2} + \frac{\alpha}{2(1 + \beta)} (t_2^{1+\beta} - t_1^{1+\beta}) + \frac{\alpha t_1^{2+\beta} - t_2^{3+\beta}}{(2 + \beta)(3 + \beta)} \right] 
+ c\left[ \frac{r t_1^4}{12} + t_2^4 - t_1^2 + \frac{\alpha}{3(1 + \beta)} (t_2^{1+\beta} - t_1^{1+\beta}) + \frac{\alpha t_1^{4+\beta} - t_2^{3+\beta}}{(3 + \beta)(4 + \beta)} \right] 
- \frac{\alpha t_2^{4+\beta}}{3(4 + \beta)} + \frac{\alpha t_2^{4+\beta}}{3(4 + \beta)} + \frac{\alpha t_2^{4+\beta}}{3(4 + \beta)} + \frac{\alpha t_2^{4+\beta}}{(3 + \beta)(4 + \beta)} \right] 
\]

for a first-order approximation over \( \alpha \). The total number of deteriorated items \([0, t_2]\) is given by \( = \text{production in } [0, t_1] - \text{demand in } [0, t_2] \).
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\[ \int_0^t \left( a + bt + ct^2 \right) dt = \frac{a}{6} \int_0^t \left( a + bt + ct^2 \right) dt = a(r_{t_1} - t_2) + \frac{b}{2}(r_{t_1}^2 - t_2^2) + \frac{c}{6}(r_{t_1}^3 - t_2^3). \quad (8) \]

Since the production in \([u, u + du]\) is \(Kdu\), the cost of production in \([u, u + du]\) is

\[ Kvdudt = \frac{\alpha_1 v}{(a + bu + cu^2)^2} du = \frac{\alpha_1 v}{(a + bu + cu^2)^{-1}} du. \]

Hence the production cost in \([0, \gamma]\) is

\[ \int_0^\gamma \frac{\alpha_1 v}{(a + bu + cu^2)^{-1}} du = \alpha_1 v_t, \quad \gamma = 1, \gamma \neq 2. \quad (9) \]

Therefore, the total average cost of the system is

\[ C = \frac{1}{t_2} \left[ \alpha_1 \left( \frac{rt_1^2}{2} + \frac{t_2^3}{3} - t_1 t_2 \right) + \frac{\alpha}{1(1 + \beta)} \left( t_2 t_1^2 + t_1 t_2 - t_1 t_2^2 \right) \right] + \alpha_1 v_t \]

\[ + bc_1 \left( \frac{rt_1^3}{6} + \frac{t_2^3}{3} - t_1 t_2^2 \right) - \frac{\alpha}{2(1 + \beta)} \left( t_2 t_1^2 - t_1 t_2^2 \right) \]

\[ + \frac{\alpha_1 v_t}{3(3 + \beta)} - \frac{\alpha_1 v_t}{3(3 + \beta)} \left( t_2 t_1^2 - t_1 t_2^2 \right) + \frac{\alpha_1 v_t}{2(3 + \beta)} \]

\[ + ac_3 (r_{t_1} - t_2) + \frac{b}{2} c_3 (r_{t_1}^2 - t_2^2) + \frac{c}{6} c_3 (r_{t_1}^3 - t_2^3) + \alpha_1 v_t \] \quad (10)

Using calculus, we now minimize \( C \). The optimum values of \( t_1 \) and \( t_2 \) for the minimum average cost \( C \) are the solutions of the equation

\[ \frac{\partial C}{\partial t_1} = 0 \quad \text{and} \quad \frac{\partial C}{\partial t_2} = 0 \quad (11) \]

provided that they satisfy the sufficient conditions

\[ \frac{\partial^2 C}{\partial t_1^2} > 0, \quad \frac{\partial^2 C}{\partial t_2^2} > 0 \quad \text{and} \quad \frac{\partial^2 C}{\partial t_1^2} \frac{\partial^2 C}{\partial t_2^2} - \left( \frac{\partial^2 C}{\partial t_1 \partial t_2} \right)^2 > 0. \]

Equation (11) can be written as

\[ ac_1 \left( r_{t_1} - t_2 + \frac{a}{(1 + \beta)(1 + \beta)} \right) t_1 \beta t_2 - t_2 \beta^2) + at_1 \beta^2 + at_1 \beta^2 \frac{r}{(1 + \beta)} \]

\[ + bc_1 \left( \frac{rt_1^2}{2} - \frac{t_2^2}{2} \right) - \frac{at_1 \beta^2}{(2 + \beta)} + \frac{a}{2} t_1 \beta t_2^2 - \frac{at_1 \beta^2}{2} + \frac{at_1 \beta^2}{(2 + \beta)} \]
\[ + c_1 \left( \frac{rt_1}{3} - \frac{t_2}{3} - \frac{\alpha t_2^3}{(3 + \beta)} + \frac{\alpha}{3} t_2 \beta t_2^3 + \frac{\alpha t_1^3}{(3 + \beta)} r + \frac{\alpha t_1^3}{(3 + \beta)} r \right) \]
\[ + c_3 \left( ar + b r t_1 + \frac{c}{2} r t_1^2 \right) + \alpha r = 0 \]  
(12)

\[ ac_1 \left( t_2 - t_1 + \frac{\alpha}{(1 + \beta)} \left( t_1^{1+\beta} - (1 + \beta)t_1 t_2^\beta \right) - \frac{\alpha}{(1 + \beta)} t_2^{1+\beta} \right) \]
\[ + b c_1 \left( t_2^2 - t_1 t_2 + \frac{\alpha}{(2 + \beta)} \left( 3 + \beta \right) t_2^{2+\beta} - (2 + \beta) t_2 t_2^{2+\beta} \right) \]
\[ + \frac{c_1}{2(1 + \beta)} \left( 2 t_1^{1+\beta} t_2 - (3 + \beta) t_2^{2+\beta} \right) - \frac{\alpha t_2^{2+\beta}}{2} + \frac{\alpha t_2^{2+\beta}}{2} \]
\[ + \frac{c_1}{3(1 + \beta)} \left( 3 t_1^{1+\beta} t_2 - (4 + \beta) t_2^{2+\beta} \right) - \frac{\alpha t_2^{2+\beta}}{3} + \frac{\alpha t_2^{2+\beta}}{3} \]
\[ - c_3 \left( a + b t_2^2 + \frac{c}{2} t_2^2 \right) - C = 0. \]  
(13)

### 3 Model-II: Deterministic model with shortage

In this section, we have developed an order-level model for deteriorating items with finite rate of replenishment with the assumptions described in the previous model. Another addition assumption is that shortages in inventory are allowed and backlogged completely. \( c_2 \) is the constant shortage cost per unit per unit of time.

At \( t = 0 \), the stock is zero initially. Production begins at time \( t = 0 \) and continues up to \( t = t_1 \) when the stock attains a level \( S \). The production is then stopped at \( t = t_1 \). Inventory gathered in \([0, t_1]\) after meeting the demands is used in \([t_1, t_2]\). The stock level attains a level zero at time \( t_2 \). Again at \( t = 0 \), the shortage starts and accumulate to the level \( P \) at \( t = t_1 \). The production inventory level starts at \( t = t_3 \). The running demands as well as the backlog for \([t_2, t_3]\) are satisfied in \([t_3, t_4]\). The inventory level becomes zero at the time \( t = t_4 \). This decrease in level occurs due to the demand. After time \( t_4 \), the repetition of the inventory cycle occur. Our aim is to determine the optimum values of \( t_1, t_2, t_3, t_4 \) and \( C \) with the assumptions given above. Let \( Q(t) \) represent the instantaneous inventory level at any time \( t(0 \leq t \leq t_4) \). The differential equations governing the instantaneous states of \( Q(t) \) in the interval \([0, t_4]\) is as follows:

\[ \frac{dQ(t)}{dt} + \alpha \beta^{\beta-1} Q(t) = (r-1)(a + b t + c t^2), \quad 0 \leq t \leq t_1, \]  
(14)
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with the conditions \( Q(0) = 0 \) and \( Q(t_1) = S \);

\[
\frac{dQ(t)}{dt} + \alpha b t^{\beta-1} Q(t) = -(a + bt + ct^2), \quad t_1 \leq t \leq t_2,
\]

with the conditions \( Q(t_1) = S \) and \( Q(t_2) = 0 \);

\[
\frac{dQ(t)}{dt} = -(a + bt + ct^2), \quad t_2 \leq t \leq t_3,
\]

with the conditions \( Q(t_2) = S \) and \( Q(t_3) = -S \);

\[
\frac{dQ(t)}{dt} = (r-1)(a + bt + ct^2), \quad t_3 \leq t \leq t_4,
\]

with the conditions \( Q(t_3) = -P \) and \( Q(t_4) = 0 \). The solution of (14) and (15)
can be found from equation (7) as described in model-I. The solution of (16) and
(17) using the conditions \( Q(t_2) = 0 \) and \( Q(t_4) = 0 \) respectively are

\[
Q(t) = a(t_2 - t) + \frac{1}{2} b(t_2^2 - t^2) + \frac{1}{3} c(t_2^3 - t^3), \quad t_2 \leq t \leq t_3,
\]

\[
Q(t) = a(r-1)(t-t_4) + \frac{1}{2} b(r-1)(t_4^2 - t_2^2) + \frac{1}{3} c(r-1)(t_4^3 - t_2^3), \quad t_3 \leq t \leq t_4,
\]

As there is no deteriorated items during the period \([t_2, t_4]\), therefore the total
number of deteriorated items in \([0, t_4]\) is the same as given in (8). The total
shortage in \([t_2, t_4]\) is given by

\[
\int_{t_2}^{t_4} [-Q(t)] dt = \int_{t_2}^{t_1} [-Q(t)] dt + \int_{t_1}^{t_4} [-Q(t)] dt = \frac{1}{2} a[t_1^2 + rt_1^2 + (r-1)t_4^2 - 2t_2t_3 - 2(r-1)t_3t_4]
\]

\[
+ \frac{1}{6} b[2t_2^3 + rt_3^3 + 2(r-1)t_4^3 - 3t_2^2t_3 - 3(r-1)t_3t_4^2]
\]

\[
+ \frac{1}{12} c[3t_4^4 + rt_4^4 + 2(r-1)t_4^4 - 3t_2^3t_3 - 3(r-1)t_3t_4^3].
\]

The production cost in \([t_3, t_4]\) is

\[
\int_{t_3}^{t_4} Kvdv = \alpha_1 r \int_{t_3}^{t_4} [(a + bu + cu^2)^{1/\gamma} du = \alpha_1 r(t_4 - t_3), \quad \gamma = 1, \gamma \neq 2
\]

Hence the production cost in \([0, t_4]\) is

\[
\alpha_1 r(t_1 + t_4 - t_3), \quad \gamma = 1, \gamma \neq 2
\]

The total average cost of the system in \([0, t_4]\) is

\[
C = \frac{1}{t_2} \left[ \alpha c_1 \left( \frac{r_1^2}{2} + \frac{t_1^2}{2} - t_1t_2 + \frac{\alpha}{1+\beta} \right) \right]
\]

\[
+ \frac{\alpha t_1^{2+\beta}}{1(2+\beta)} \left( \frac{\alpha t_1^{2+\beta} r}{(1+\beta)(2+\beta)} - \frac{\alpha t_1^{2+\beta} r}{(2+\beta)} + \frac{\alpha t_2^{2+\beta} r}{1+\beta} \right)
\]

\[
+ bc \left( \frac{r_2^3}{6} + \frac{t_2^3}{3} - \frac{t_1^2}{2} + \frac{\alpha}{2(1+\beta)} \left( \frac{t_2^2 t_1^{1+\beta} - t_2^{3+\beta}}{(2+\beta)} \right) + \frac{\alpha t_2^{3+\beta} - t_2^{3+\beta}}{(2+\beta)} + \frac{\alpha t_2^{3+\beta}}{2(3+\beta)} \right)
\]
\[- \frac{\alpha t_r^2 \beta}{(2 + \beta)(3 + \beta)} - \frac{\alpha t_1^2 \beta}{2(3 + \beta)} + \frac{\alpha t_1^2 \beta}{(2 + \beta)(3 + \beta)} \]
\[
+ cc_1 \left( \frac{rt_1^4}{12} + \frac{t_2^4}{4} - t_1^3 t_2 + \frac{\alpha}{3(1 + \beta)} \left( t_1^3 \beta - t_2^3 \beta + \alpha t_2^4 \beta - t_1^2 t_2^3 \beta \right) \right) \]
\[
+ \frac{\alpha t_r^2 \beta^2}{3(4 + \beta)} - \frac{\alpha t_1^2 \beta^2}{3(4 + \beta)} + \frac{\alpha t_1^2 \beta^2}{3(4 + \beta)} \]
\[
+ \frac{a}{2} c_2 \left[ t_2^2 + rt_1^2 + (r - 1)t_4^2 - 2t_5^3 - 2(r - 1)t_4 \right] \]
\[
+ \frac{b}{6} c_2 \left[ 2t_3^3 + rt_3^3 + 2(r - 1)t_4^3 - 3t_5^3 t_3 - 3(r - 1)t_4^2 \right] \]
\[
+ \frac{c}{12} c_2 \left[ 3t_4^4 + rt_3^4 + 2(r - 1)t_4^4 - 3t_5^3 t_3 - 3(r - 1)t_4^2 \right] \]
\[
+ ac_3 (rt_1 - t_2) + \frac{b}{2} c_3 (rt_1^2 - t_2^2) + \frac{c}{6} c_3 (rt_3^2 - t_3^2) + \alpha r (t_1 + t_4 - t_3) \right], \gamma = 1, \gamma \neq 2 \quad (20) \]

The optimum values of \( t_1, t_2, t_3 \) and \( t_4 \) which minimize the cost function \( C \) are the solutions of the equations
\[
\frac{\partial C}{\partial t_1} = 0, \frac{\partial C}{\partial t_2} = 0, \frac{\partial C}{\partial t_3} = 0, \frac{\partial C}{\partial t_4} = 0 \quad (21) \]

Provided that these values of \( t_i (i = 1, 2, 3, 4) \) satisfy the conditions \( D_i > 0 \) \( (i = 1, 2, 3, 4) \), where \( D_i \) is the Hessian determinant of order \( i \) is given by
\[
D_i = \begin{vmatrix}
C_{i1} & C_{i2} & \cdots & C_{i4} \\
C_{i2} & C_{i1} & \cdots & C_{i3} \\
\vdots & \vdots & \ddots & \vdots \\
C_{i4} & C_{i3} & \cdots & C_{i1}
\end{vmatrix}, \quad c_{ij} = \frac{\partial^2 C}{\partial t_i \partial t_j}, \quad (i, j = 1, 2, 3, 4) \quad (22)\]

The expanded forms of the (21) are
\[
ac_1 \left( rt_1 - t_2 + \frac{\alpha}{(1 + \beta)} (t_1 \beta - t_2 + \beta) + \alpha t_1 \beta r + \frac{\alpha t_1 \beta r}{(1 + \beta)} \right) \]
\[
+ bc_1 \left( rt_1^2 - \frac{t_2^2}{2} + \frac{\alpha t_1 \beta r}{2} - \frac{\alpha t_1 \beta r}{(2 + \beta)} t_2^{2+\beta} - \frac{\alpha t_1 \beta r}{2} + \frac{\alpha t_1 \beta r}{(2 + \beta)} \right) \]
\[
+ cc_1 \left( rt_1^3 - \frac{t_2^3}{3} + \frac{\alpha t_1 \beta r}{3} t_2^3 + \frac{\alpha t_1 \beta r}{(3 + \beta)} t_2^{3+\beta} - \frac{\alpha t_1 \beta r}{3} + \frac{\alpha t_1 \beta r}{(3 + \beta)} \right) \]
\[
+ ac_3 r + \frac{b}{2} c_3 t_1 r + \frac{cc_3}{2} r t_1^2 + \alpha r = 0 \]
\[
ac_1 \left( t_2 - t_1 + \frac{\alpha}{(1 + \beta)} (t_1^{1+\beta} - (1 + \beta) t_2^{1+\beta}) + \frac{\alpha t_2^{1+\beta}}{(1 + \beta)} \right) \]
\[
+ bc_1 \left( t_2^2 - t_1 t_2 + \frac{\alpha}{2(1 + \beta)} (t_1^{2+\beta} - (3 + \beta) t_2^{2+\beta}) + \frac{\alpha}{(2 + \beta)} t_2^{2+\beta} - (2 + \beta) t_1 t_2^{2+\beta} - \frac{\alpha}{(2 + \beta)} t_2^{2+\beta} \right) \]
EOQ model for deteriorating items

\[ + \frac{\alpha}{2}t_2^{2+\beta} + \frac{\alpha}{3(1+\beta)} \left( t_1^{1+\beta}t_2 - (4 + \beta)t_2^{2+\beta} \right) + \frac{\alpha}{4(1+\beta)} \left( 4 + \beta t_2^{2+\beta} - (3 + \beta)t_2^{3+\beta} \right) \]

\[ - \frac{\alpha}{(2+\beta)} t_2^{2+\beta} + \frac{\alpha}{3} t_2^{3+\beta} + ac_2(t_2-t_3) + bc_2(t_2^2-t_2t_3) + cc_2(t_2^3-t_2^2t_3) \]

\[ -ac_3 - bc_3t_2 - \frac{cc_3}{2}t_2^2 = 0, \quad (23) \]

\[ ac_2\left( -t_2 + rt_3 - (r-1)t_4 \right) + \frac{b}{2} c_3\left( -t_2^2 + rt_3^2 - (r-1)t_4^2 \right) \]

\[ + \frac{c}{2} c_2\left( -t_2^3 + rt_3^3 - (r-1)t_4^3 \right) - \alpha_1 r = 0, \quad (24) \]

\[ (r-1)\left[ ac_2(t_4-t_3) + bc_2(t_4^2-t_3t_4) + cc_2(t_4^3-t_3t_4^2) \right] + \alpha_1 r - C = 0 \quad (25) \]

4 Numerical Examples

Example 1: Let \( a = 25, b = 20, c = 15, c_1 = 8, c_3 = 10, \alpha = 0.01, \beta = 5.5, \alpha_1 = 35 \) and \( r = 4 \), in appropriate units. Solving the non-linear equations (12) and (13) of model-I; we obtain the optimum values of \( t_1^* = 2.45584 \) and \( t_2^* = 3.34311 \). Substituting the values of \( t_1^* \) and \( t_2^* \) in (10), the optimum average cost is \( C^* = 1989.87 \).

Example 2: Let \( a = 25, b = 20, c = 15, c_1 = 8, c_3 = 10, c_2 = 5, \alpha = 0.01, \beta = 5.5, \alpha_1 = 35 \) and \( r = 4 \), in appropriate units. Solving the non-linear equations (22), (23), (24) and (25) of model-II; we obtain the optimum values of \( t_1^*, t_2^*, t_3^* \) and \( t_4^* \) are \( t_1^* = 2.49908, t_2^* = 3.33924, t_3^* = 4.32765 \) and \( t_4^* = 4.56441 \). Substituting the values of \( t_1^*, t_2^*, t_3^* \) and \( t_4^* \) in (20), the optimum average cost is \( C^* = 1662.83 \).

5 Sensitivity Analysis

We now study the effects of changes in the system parameters \( a, b, c, \alpha, \beta, r, c_1, c_2, c_3 \) and \( \alpha_1 \) on the optimal values of \( t_1, t_2, t_3, t_4 \) and the minimal optimum cost \( C^* \) by the two models. The sensitivity analysis is performed by changing each of the parameter by \(+50\%, +25\%, +10\%, -10\%, -25\% \) and \(-50\% \), taking one parameter at a time and keeping the remaining parameters unchanged. The results are shown in Table-1 and Table-2. On the basis of the results in Table-1, the following observations are taken into account:

1) With increase in the value of \( a, b; t_1^* \), \( t_2^* \) and minimal optimal cost \( C^* \) increase, but in the value of \( c, t_4^* \) and optimal cost \( C^* \) increases with a
decrease in the value of $t_2^*$. 

2) With increase in value of $c_1$ and $c_3$; $t_1^*$, $t_2^*$ and the optimal cost $C^*$ decreases.

3) The changes in the value of $t_1^*$, $t_2^*$ and $C^*$ more seen when we increase the percentage of $\alpha$ and $\beta$. A decrease in optimal cost $C^*$ occurs. So $\alpha$ and $\beta$ are more sensitive.

4) A slight changes seen in the value of $t_1^*$, $t_2^*$ and $C^*$ with the parameter $\alpha_i$. i.e. $\alpha_i$ is less sensitive.

5) With increase in the value of $r$, the optimal values of $t_1^*$, $t_2^*$ and $C^*$ are moderately sensitive.

6) On the basis of the results in Table-2, the following observations are taken into account

7) Increase in the value of $a,b$; the value of $t_1^*, t_2^*, t_3^*, t_4^*$ and $C^*$ increases. While increase the value of $c$; $t_1^*$ and optimal cost $C^*$ increase with a decrease in the value of $t_2^*, t_3^*, t_4^*$.

8) Increase in value of the holding cost $c_1$ with this Model-I increase the value of $t_3^*, t_4^*$ and $C^*$ and decreases the values of $t_1^*, t_2^*$. While increase of the shortage cost $c_2$; the value of $t_2^*$ and the optimal cost $C^*$ are increased and decreases the values of $t_1^*, t_3^*, t_4^*$. $c_2$ is more sensitive to this model. The rise of the deterioration cost $c_3$ increases the values of $t_1^*, t_2^*, t_3^*, t_4^*$ and $C^*$.

9) With increase in the value of the parameters $\alpha$ and $\beta$, decrease in the value of $t_1^*, t_2^*, t_3^*, t_4^*$ and $C^*$. When $\beta$ value decreases to 50%, it results in complex roots, which is also seen in Table-1 also. This is a peculiar case arise in these model.

10) A slight increase seen in the value of $t_1^*, t_2^*, t_3^*, t_4^*$ and $C^*$ while change in the parameter $\alpha_i$ and $r$ i.e. $\alpha_i$ and $r$ are less sensitive.
Table 1. Without Shortage

<table>
<thead>
<tr>
<th>Parameter Changing</th>
<th>Change (%)</th>
<th>Change in C (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>a</td>
<td>+50</td>
<td>2.33537</td>
</tr>
<tr>
<td></td>
<td>+25</td>
<td>2.39561</td>
</tr>
<tr>
<td></td>
<td>+10</td>
<td>2.4318</td>
</tr>
<tr>
<td></td>
<td>-10</td>
<td>2.47976</td>
</tr>
<tr>
<td></td>
<td>-25</td>
<td>2.51527</td>
</tr>
<tr>
<td></td>
<td>-50</td>
<td>2.57296</td>
</tr>
<tr>
<td>b</td>
<td>+50</td>
<td>2.4922</td>
</tr>
<tr>
<td></td>
<td>+25</td>
<td>2.47565</td>
</tr>
<tr>
<td></td>
<td>+10</td>
<td>2.46421</td>
</tr>
<tr>
<td></td>
<td>-10</td>
<td>2.4468</td>
</tr>
<tr>
<td></td>
<td>-25</td>
<td>2.43178</td>
</tr>
<tr>
<td></td>
<td>-50</td>
<td>2.402</td>
</tr>
<tr>
<td>c</td>
<td>+50</td>
<td>2.51159</td>
</tr>
<tr>
<td></td>
<td>+25</td>
<td>2.49767</td>
</tr>
<tr>
<td></td>
<td>+10</td>
<td>2.49676</td>
</tr>
<tr>
<td></td>
<td>-10</td>
<td>2.49393</td>
</tr>
<tr>
<td></td>
<td>-25</td>
<td>2.41125</td>
</tr>
<tr>
<td></td>
<td>-50</td>
<td>2.34377</td>
</tr>
<tr>
<td>c₁</td>
<td>+50</td>
<td>2.54664</td>
</tr>
<tr>
<td></td>
<td>+25</td>
<td>2.50519</td>
</tr>
<tr>
<td></td>
<td>+10</td>
<td>2.47529</td>
</tr>
<tr>
<td></td>
<td>-10</td>
<td>2.45656</td>
</tr>
<tr>
<td></td>
<td>-25</td>
<td>2.40386</td>
</tr>
<tr>
<td></td>
<td>-50</td>
<td>2.3464</td>
</tr>
<tr>
<td>c₃</td>
<td>+50</td>
<td>2.45808</td>
</tr>
<tr>
<td></td>
<td>+25</td>
<td>2.45096</td>
</tr>
<tr>
<td></td>
<td>+10</td>
<td>2.45629</td>
</tr>
<tr>
<td></td>
<td>-10</td>
<td>2.45539</td>
</tr>
<tr>
<td></td>
<td>-25</td>
<td>2.45472</td>
</tr>
<tr>
<td></td>
<td>-50</td>
<td>2.45359</td>
</tr>
<tr>
<td>α</td>
<td>+50</td>
<td>2.26766</td>
</tr>
<tr>
<td></td>
<td>+25</td>
<td>2.35076</td>
</tr>
<tr>
<td></td>
<td>+10</td>
<td>2.41049</td>
</tr>
<tr>
<td></td>
<td>-10</td>
<td>2.50679</td>
</tr>
<tr>
<td></td>
<td>-25</td>
<td>2.59704</td>
</tr>
<tr>
<td></td>
<td>-50</td>
<td>2.80761</td>
</tr>
<tr>
<td>β</td>
<td>+50</td>
<td>1.71225</td>
</tr>
<tr>
<td></td>
<td>+25</td>
<td>1.98464</td>
</tr>
<tr>
<td></td>
<td>+10</td>
<td>2.23098</td>
</tr>
<tr>
<td></td>
<td>-10</td>
<td>2.75877</td>
</tr>
<tr>
<td></td>
<td>-25</td>
<td>3.47602</td>
</tr>
<tr>
<td></td>
<td>-50</td>
<td>...</td>
</tr>
<tr>
<td>α₁</td>
<td>+50</td>
<td>2.45808</td>
</tr>
<tr>
<td></td>
<td>+25</td>
<td>2.45096</td>
</tr>
<tr>
<td></td>
<td>+10</td>
<td>2.45629</td>
</tr>
<tr>
<td></td>
<td>-10</td>
<td>2.45539</td>
</tr>
<tr>
<td></td>
<td>-25</td>
<td>2.45472</td>
</tr>
<tr>
<td></td>
<td>-50</td>
<td>2.45359</td>
</tr>
<tr>
<td>r</td>
<td>+50</td>
<td>2.5121</td>
</tr>
<tr>
<td></td>
<td>+25</td>
<td>2.49014</td>
</tr>
<tr>
<td></td>
<td>+10</td>
<td>2.47168</td>
</tr>
<tr>
<td></td>
<td>-10</td>
<td>2.43578</td>
</tr>
<tr>
<td></td>
<td>-25</td>
<td>2.39281</td>
</tr>
<tr>
<td></td>
<td>-50</td>
<td>2.23101</td>
</tr>
</tbody>
</table>
Table-2. With Shortage

<table>
<thead>
<tr>
<th>Parameter Changing</th>
<th>( a )</th>
<th>( b )</th>
<th>( c )</th>
<th>( C )</th>
<th>Change in ( C ) (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>( +50 )</td>
<td>2.38294</td>
<td>2.5344</td>
<td>2.5050</td>
<td>2.47754</td>
<td>-8.927</td>
</tr>
<tr>
<td>( +25 )</td>
<td>2.44122</td>
<td>2.51832</td>
<td>2.49031</td>
<td>2.44688</td>
<td>-8.900</td>
</tr>
<tr>
<td>( +10 )</td>
<td>2.47604</td>
<td>2.52194</td>
<td>2.47574</td>
<td>2.44688</td>
<td>-8.874</td>
</tr>
<tr>
<td>( -25 )</td>
<td>2.55573</td>
<td>2.61017</td>
<td>2.46488</td>
<td>2.25476</td>
<td>-7.826</td>
</tr>
<tr>
<td>( -50 )</td>
<td>2.61017</td>
<td>2.54754</td>
<td>2.46488</td>
<td>2.25476</td>
<td>-7.813</td>
</tr>
<tr>
<td>( +50 )</td>
<td>2.5344</td>
<td>2.5344</td>
<td>2.5344</td>
<td>2.5344</td>
<td>-7.809</td>
</tr>
<tr>
<td>( +25 )</td>
<td>2.51832</td>
<td>2.51832</td>
<td>2.51832</td>
<td>2.51832</td>
<td>-7.804</td>
</tr>
<tr>
<td>( +10 )</td>
<td>2.47574</td>
<td>2.47574</td>
<td>2.47574</td>
<td>2.47574</td>
<td>-7.800</td>
</tr>
<tr>
<td>( -25 )</td>
<td>2.44688</td>
<td>2.44688</td>
<td>2.44688</td>
<td>2.44688</td>
<td>-7.795</td>
</tr>
<tr>
<td>( -50 )</td>
<td>2.25476</td>
<td>2.25476</td>
<td>2.25476</td>
<td>2.25476</td>
<td>-7.790</td>
</tr>
<tr>
<td>( +50 )</td>
<td>2.38294</td>
<td>2.44122</td>
<td>2.47604</td>
<td>2.55573</td>
<td>-7.800</td>
</tr>
<tr>
<td>( +25 )</td>
<td>2.44122</td>
<td>2.47604</td>
<td>2.55573</td>
<td>2.61017</td>
<td>-7.795</td>
</tr>
<tr>
<td>( +10 )</td>
<td>2.47604</td>
<td>2.55573</td>
<td>2.61017</td>
<td>2.54754</td>
<td>-7.790</td>
</tr>
<tr>
<td>( -25 )</td>
<td>2.55573</td>
<td>2.61017</td>
<td>2.54754</td>
<td>2.46488</td>
<td>-7.805</td>
</tr>
<tr>
<td>( -50 )</td>
<td>2.61017</td>
<td>2.54754</td>
<td>2.46488</td>
<td>2.25476</td>
<td>-7.826</td>
</tr>
</tbody>
</table>

--- indicates the solution are infeasible.
5 Conclusions

In this paper, two deterministic order-level inventory models have been considered. Here the demand rate is of quadratic type. The model consists of time-proportional deterioration rate, which is a two-parameter Weibull deterioration. The production rate is assumed to be finite and proportional to the quadratic demand rate. The unit production cost is inversely related to the demand rate by a factor $\gamma$. The paper is accompanied by Model-I and Model-II. Model-I is being solved by allowing no shortages in inventory. Model-II is developed by allowing shortages and backlogged. In both of the models some non-linear algebraic equations are raised and are also solved to minimize the total average cost. Sensitivity analysis is carried out for the two models with numerical examples.

From the numerical results of Model-I and Model-II, we concluded that the optimum average cost in Model-II is 16.435% less than that of Model-I. The quadratic demand technique is applied to control the problem in order to determine the optimal production policy. Quadratic demand seems to be a better representation of time-varying market demands. Some researchers suggest that rapidly increasing demand can be represented by an exponential function of time. The assumption of an exponential rate of change in demand is high and the fluctuation or variation of any commodity in the real market cannot be so high. Thus this accelerated growth in demand rate in the situations like demands of computer chips of computerized machines, spare parts of new aeroplanes etc. is changing the demand more rapidly. Therefore this situation can be best represented by a quadratic function of time. Some researchers consider the demand rate functions in the form of linear demand as $R(t) = a + bt$, $a \geq 0, b \neq 0$ or exponential type demand rate like $R(t) = ae^{\beta t}, a > 0, \beta \neq 0$. The linear type demand show steady increase ($b > 0$) or decrease ($b < 0$) in the demand rate, which is rarely seen in real market. Also the exponential rate is being very high. i.e. it increases ($\beta > 0$) or decreases ($\beta < 0$) exponentially with the demand rate. Therefore the real market demand of any product may rise or fall exponentially. The demand rate function of the form $R(t) = a + bt + ct^2$, $a \geq 0, b \neq 0, c \neq 0$.

\[ \frac{dR(t)}{dt} = b + 2ct, \quad \frac{d^2R(t)}{dt^2} = 2c \]

Then we have the following cases depending on $b$ and $c$:

a) For $b > 0$ and $c > 0$, the rate of increase of demand rate $R(t)$ is itself an increasing function of time which is termed as accelerated growth in demand.

b) For $b > 0$, $c < 0$, there is retarded growth in demand for all time.

c) For $b < 0$ and $c < 0$, the demand rate $R(t)$ decreases at a decreasing rate which we may call it as accelerated decline demand. This case usually happens to the spare parts of an obsolete aircraft model or microcomputer chip of high technology products substituted by another.

d) For $b < 0$ and $c > 0$, the demand rate falls at an increasing rate for
Thus we may have different types of realistic demand patterns from the functional form $R(t) = a + bt + ct^2$ depending on the signs of $b$ and $c$. Therefore the quadratic time-dependence of demand is more realistic than its linear or exponential time-dependent demand.
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